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PREFACE 

Wigner's quasi-probability distribution function in phase space is a special (Weyl
Wigner) representation of the density matrix. It has been useful in describing transport in 
quantum optics; nuclear physics; and quantum computing, decoherence, and chaos. It is 
also of importance in signal processing and the mathematics of algebraic deformation. A re
markable aspect of its internal logic, pioneered by Groenewold and Moyal, has only emerged 
in the last quarter century. It furnishes a third, alternative, formulation of quantum me
chanics, independent of the conventional Hilbert space, or path integral formulations. 

In this logically complete and self-standing formulation, one need not choose sides be
tween coordinate and momentum space. It works in full phase-space, accommodating the 
uncertainty principle, and it offers unique insights into the classical limit of quantum the
ory. The variables (observables) in this formulation are c-number functions in phase space 
instead of operators, with the same interpretation as their classical counterparts, but are 
composed together in novel algebraic ways. 

This volume is a selection of 23 useful papers in the phase-space formulation, with an 
introductory overview which provides a trail-map to these papers and an extensive bibliog
raphy. (Still, the bibliography makes no pretense to exhaustiveness. An up-to-date database 
on the large literature of the field, with special emphasis on its mathematical and techni
cal aspects, may be found at http://idefix.physik.uni-freiburg.de/""star/en/download.html) 
The overview collects often-used formulas and simple illustrations, suitable for applications 
to a broad range of physics problems, as well as teaching. It provides supplementary mate
rial that may be used for a beginning graduate course in quantum mechanics. D. Morrissey 
is thanked for the helpful comments and Prof Curtright would also like to express his thanks 
to Ms Diaz-Heimer. 

Errata and other updates to the book may be found on-line at 
http://server.physics.miami.edu/""curtright/QMPS 

C. K. Zachos, D. B. Fairlie, and T. L. Curtright 
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I 

OVERVIEW OF PHASE-SPACE QUANTIZATION 

1 Introduction 

There are at least three logically autonomous alternative paths to quantization. The first is 
the standard one utilizing operators in Hilbert space, developed by Heisenberg, Schrodinger, 
Dirac, and others in the 1920s. The second one relies on path integrals, and was conceived 
by Dirac [Dir33] and constructed by Feynman. 

The third one (the bronze medal!) is the phase-space formulation, based on Wigner's 
(1932) quasi-distribution function [Wig32] and Weyl's (1927) correspondence [Wey27] be
tween quantum-mechanical operators in Hilbert space and ordinary c-number functions in 
phase space. The crucial composition structure of these functions, which relies on the *
product, was fully understood by Groenewold (1946) [Gro46], who, together with Moyal 
(1949) [Moy49], pulled the entire formulation together. Still, insights into interpretation 
and a full appreciation of its conceptual autonomy took some time to mature with the work 
of, among others, Takabayasi [Tak54], Baker [Bak58], and Fairlie [Fai64]. 

This complete formulation is based on the Wigner function (WF), which is a quasi
probability distribution function in phase space: 

f (x,p) = 2~ j dy 11;* ( x - ~y) e-iyp1/J ( x + ~y). (1) 

It is a generating function for all spatial autocorrelation functions of a given quantum
mechanical wave function 1/;(x). More important, it is a special representation of the density 
matrix (in the Weyl correspondence, as detailed in Section 12). Alternatively, in a 2n
dimensional phase space, it amounts to 

-ip·y/li 
e ' (2) 

where 1/;(x) = (xl1/J) in the density operator p, 

p = jdnzjdnxdnp Jx+~)f(x,p)eip·z/li\x-~I· (3) 

There are several outstanding reviews on the subject: Refs. HOS84, Tak89, Ber80, BJ84, 
Lit86, deA98, Tat83, Coh95, KN91, Kub64, DeG74, KW90, Ber77, Lee95, DahOl, Sch02, 
DHSOO, CZ83, Gad95, HH02, Str57, McD88, Leo97, Sny80, Bal63, BFF78. 

Nevertheless, the central conceit of the present overview is that the above input wave 
functions may ultimately be bypassed, since the WFs are determined, in principle, as the 
solutions to suitable functional equations in phase space. Connections to the Hilbert space 
operator formulation of quantum mechanics may thus be ignored, in principle-even though 
they are provided in Section 12 for pedagogy and confirmation of the formulation's equiva
lence. One might then envision an imaginary world in which this formulation of quantum 
mechanics had preceded the conventional Hilbert-space formulation, and its own techniques 
and methods had arisen independently, perhaps out of generalizations of classical mechanics 
and statistical mechanics. 
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It is not only wave functions that are missing in this formulation. Beyond the ubiq
uitous (noncommutative, associative, pseudodifferential) operation, the *-product, which 
encodes the entire quantum-mechanical action, there are no linear operators. Expectations 
of observables and transition amplitudes are phase-space integrals of c-number functions, 
weighted by the WF, as in statistical mechanics. Consequently, even though the WF is not 
positive-semidefinite (it can be, and usually is negative in parts of phase space [Wig32]), the 
computation of expectations and the associated concepts are evocative of classical probabil
ity theory. Still, telltale features of quantum mechanics are reflected in the noncommutative 
multiplication of such c-number phase-space functions through the *-product, in systematic 
analogy to operator multiplication in Hilbert space. 

This formulation of quantum mechanics is useful in describing quantum transport pro
cesses in phase space. Such processes are of importance in quantum optics [Sch02, Leo97, 
SMOO], nuclear and particle physics [Bak60, SP81, MM84, CC03, BJY04], condensed mat
ter [MMP94, DBB02, KKFR89, BP96, KLOl, JBM03], the study of semiclassical limits 
of mesoscopic systems [Imr67, OR57, Sch69, Ber77, KW87, OM95, MS95, MOT98, Vo89, 
Vo78], and the transition to classical statistical mechanics [JD99, Fre87, BD98, Raj83, 
CV98, SMOO, FZOl, Za103]. 

It is the natural language to study quantum chaos and decoherence [JN90, ZP94, BC99, 
KZZ02, KJ99, Zu91, FBA96, Kol96, GH93, CL03, OC03] (of utility in, e.g. quantum com
puting [BHP02]), and provides crucial intuition in quantum mechanical interference prob
lems [Wis97], probability flows as negative probability backflows [BM94, FMSOO], and mea
surements of atomic systems [Smi93, Dun95, Lei96, KPM97, LvoOl, JS02, BHS02, Ber02, 
Cas91]. 

The intriguing mathematical structure of the formulation is of relevance to Lie Algebras 
[FFZ89], martingales in turbulence [Fan03], and string field theory [BKM03]. It has recently 
been retrofitted into M-theory advances linked to noncommutative geometry [SW99] (for 
reviews, see Refs. CasOO, HarOl, DNOl, HS02), and matrix models [TayOl, KS02]; these ap
ply space-time uncertainty principles [Pei33, Yo89, JY98, SSTOO] reliant on the *-product. 
(Transverse spatial dimensions act formally as momenta, and, analogously to quantum me
chanics, their uncertainty is increased or decreased inversely to the uncertainty of a given 
direction.) 

As a significant aside, the WF has extensive practical applications in signal processing, 
filtering, and engineering (time-frequency analysis) , since time and frequency constitute a 
pair of Fourier-conjugate variables just like the ~ and p pair of phase space. a 

For simplicity, the formulation will be mostly illustrated for one coordinate and its 
conjugate momentum, but generalization to arbitrary-sized phase spaces is straightforward 
[DM86], including infinite-dimensional ones, namely scalar field theory [Dit90, Les84, Na97, 
CZ99, CPPOl, MM94]: the respective WFs are simple products of single-particle WFs. 

aThus, time-varying signals are best represented in a WF as time-varying spectrograms, analogously to a music score , 
i.e. the changing distribution of frequencies is monitored in time [BBL80, Wok97, QC96, MH97, Coh95, GroOl]: even 
though the description is constrained and redundant, it gives an intuitive picture of the signal that a mere time profile 
or frequency spectrogram fails to convey. Applications abound [CGB91, Lou96, MH97] in bioengineering, acoustics, 
speech analysis, vision processing, turbulence microstructure analysis, radar imaging, seismic data analysis, and the 
monitoring of internal combustion engine-knocking, failing helicopter component vibrations, and so on. 
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2 The Wigner Function 

As already indicated, the quasi-probability measure in phase space is the WF, 

(4) 

It is obviously normalized; J dpdxf(x,p) = 1. In the classical limit, n ---> 0, it would 
reduce to the probability density in coordinate space x, usually highly localized, multiplied 
by c5-functions in momentum: the classical limit is "spiky" and certain! This expression 
has more x - p symmetry than is apparent, as Fourier transformation to momentum-space 
wave-functions yields a completely symmetric expression with the roles of x and p reversed, 
and, upon rescaling of the arguments x and p, a symmetric classical limit. 

The WF is also manifestly real. b In addition, it is constrained by the Schwarz inequality 
to be bounded,-~ :S f(x,p) :S ~· Again, this bound disappears in the spiky classical limit. 

Respectively, p- or x-projection leads to marginal probability densities: a spacelike 
shadow, J dp f(x,p) = p(x), or else a momentum-space shadow, J dxf(x,p) = CJ(p). Either 
is a bona-fide probability density, being positive-semidefinite. But neither can be condi
tioned on the other, as the uncertainty principle is fighting back: The WF f ( x, p) itself can, 
and most often is negative in some areas of phase space [Wig32, HOS84J, as is illustrated 
below, a hallmark of QM interference in this language. (In fact, the only pure state WF 
which is non-negative is the Gaussian [Hud74], a state of maximum entropy [Raj83].) 

The counter-intuitive "negative probability" aspects of this quasi-probability distribu
tion have been explored and interpreted [Bar45, Fey87, BM94] (for a popular review, see 
LPM98), and negative probability flows amount to legitimate probability backflows in in
teresting settings [BM94]. Nevertheless, the WF for atomic systems can still be measured 
in the laboratory, albeit indirectly [Smi93, Dun95, Lei96, KPM97, LvoOl, BAD96, BHS02, 
Ber02, BRWK99], and reconstructed. 

Smoothing f by a filter of size larger than n (e.g. convolving with a phase-space Gaus
sian) results in a positive-semidefinite function, i.e. it may be thought to have been coarsened 
to a classicalc distribution [Car76, Ste80, OW81, Raj83]. 

Among real functions, the WFs constitute a rather small, highly constrained set. When 
is a real function f(x,p) a bona-fide Wigner function of the form (4)? Evidently, when its 

bin one space dimension, by virtue of nondegeneracy, ,P has the same effect as ,p•, and f turns out to be p-even, but 
this is not a property used here. 
cThis one is called the Husimi distribution [Tak89, TA99], and sometimes information scientists examine it on account 
of its non-negative feature. Nevertheless, it comes with a heavy price, as it needs to be "dressed" back to the 
WF for all practical purposes when expectation values are computed with it, i.e. it does not serve as an immediate 
quasi-probability distribution with no further measure (see Section 13). The negative feature of the WF is, in 
the last analysis, an asset, not a liability, and provides an efficient description of "beats" [BBL80, Wok97, QC96, 
MH97, Coh95]; cf. Fig. 1. If, instead, strictly inequivalent (improper) expectation values were taken with the Husimi 
distribution without the requisite dressing of Section 13, i.e. as though it were a bona-fide probability distribution, such 
expectation values would reflect loss of quantum information: they would represent classically coarsened observables 
[W087]. 

3 
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p 

f 

x 
Figure l. Wigner function of a pair of Gaussian wavepa.ckets centered at x = ±a: f(x, p; a) = exp[-(x2 + 
p2)j(exp(-a2) cosh(2ax) + cos(2pa)lf?r(l + e-42

). (The corresponding wave-function is ,P(x; a) = exp(-(x + a)2 /2) + 
exp(-(x - a)2 /2)/11"1/ 4 /2 + 2e-42 .) Here, a= 6 is chosen, quite larger than the width of the Gaussians. Note the 
phase-space interference structure ("beats") with negative values in the x region between the two packets where there 
is no wave-function support- hence vanishing probability for the presence of the particle. The oscillation frequency 
in the p direction is a/?r. 

Fourier transform (the cross-spectral density) "left- right" factorizes, 

f(x,y)= jdpeiPYf(x,p)=g£(x-'~) 9R(x+lii) (5) 

That is, 

82 ln j 
~~~~~~--:--~~--..,....,.. = 0, 
a(x - liy/2) a(x + liy/2) 

(6) 

so, for real/, 9L = 9R· 

Nevertheless, as indicated, the WF is a distribution function, after all: it provides 
the integration measure in phase space to yield expectation values from phase-space 

4 
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c-number functions. Such functions are often classical quantities but, in general, are 
uniquely associated with suitably ordered operators through Weyl's correspondence rule 
[Wey27]. Given an operator ordered in this prescription, 

l5(~,p) = ( 2~) 2 J dTdO"dxdp g(x,p) exp[iT(P - p) + io-(~ - x)] , (7) 

the corresponding phase-space function g(x,p) (the "Weyl kernel function of the operator") 
is obtained by 

p f-7 p, ~ f-7 x. (8) 

That operator's expectation value is then a "phase-space average" [Gro46, Moy49], 

(l5) = J dxdp f(x,p) g(x,p). (9) 

The kernel function g(x,p) is often the unmodified classical observable expression, such 
as a conventional Hamiltonian, H = p 2 /2m + V(x), i.e. the transition from classical me
chanics is straightforward. However, it contains fi corrections when there are quantum
mechanical ordering ambiguities, such as in the observable kernel of the square of the 
angular momentum ..C · ..C: This contains a term, -3fi2 /2, introduced by the Weyl order
ing [She59, DS82, DS02], beyond the mere classical expression (L 2), and accounts for the 
nontrivial angular momentum of the ground-state Bohr orbit. In such cases (including 
momentum-dependent potentials), even nontrivial O(n) quantum corrections in the kernel 
functions (which characterize different operator orderings) can be produced efficiently with
out direct, cumbersome consideration of operators [CZ02, Hie84]. More detailed discussion 
of the Weyl and alternate correspondences is provided in Sections 12 and 13. 

In this sense, expectation values of the physical observables specified by kernel functions 
g(x,p) are computed through integration with the WF, in close analogy with classical 
probability theory, except for the non-positive-definiteness of the distribution function. This 
operation corresponds to tracing an operator with the density matrix (cf. Section 12). 

3 Solving for the Wigner Function 

Given a specification of observables, the next step is to find the relevant WF for a given 
Hamiltonian. Can this be done without solving for the Schrodinger wave functions 1/J, i.e. 
not using Schrodinger's equation directly? Indeed, the functional equations which f satisfies 
completely determine it. 

Firstly, its dynamical evolution is specified by Moyal's equation. This is the extension 
of Liouville's theorem of classical mechanics, for a classical Hamiltonian H(x,p), namely 
8tf + {!, H} = 0, to quantum mechanics, in this language [Wig32, Moy49]: 

(10) 

5 
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where the *-product [Gro46] is 

(11) 

The right-hand side of (10) is dubbed the "Moyal Bracket" (MB), and the quantum 
commutator is its Weyl correspondent. It is the essentially unique one-parameter (n) asso
ciative deformation of the Poisson brackets of classical mechanics [Vey75, BFF78, FLS76, 
Ar83, Fle90, deW83, BCG97, TD97]. Expansion in n around 0 reveals that it consists of 
the Poisson bracket corrected by terms O(n). 

The equation (10) also evokes Heisenberg's equation of motion for operators, except that 
H and f here are classical functions, and it is the *-product which enforces noncommuta
tivity. This language makes the link between quantum commutators and Poisson brackets 
more transparent. 

Since the *-product involves exponentials of derivative operators, it may be evaluated 
in practice through translation of function arguments ("Bopp shifts"), 

( 
in ---> in ---> ) 

J(x,p) * g(x,p) = J x + 2 8p, p - 2 Bx g(x,p). 

The equivalent Fourier representation of the *-product is [Neu31, Bak58] 

f * g = ti;7r2 j dp' dp" dx' dx" f ( x', p') g( x", p") 

x exp (-;i [p(x' - x") + p1(x11 
- x) + p11 (x - x')]). 

An alternate integral representation of this product is [HOS84] 

f*g = (n7r)-2 J dp1dp11dx1dx" J(x+x',p+p') g(x+x",p+p") exp[~ (x'p" - x"p')] , 

which readily displays noncommutativity and associativity. 

(12) 

(13) 

(14) 

* multiplication of c-number phase-space functions is in complete isomorphism to 
Hilbert-space operator multiplication [Gro46], 

Qt(~, p) $(~, p) = (
2
!)2 J drd()dxdp (a* b) exp[ir(p - p) + fo(~ - x)]. (15) 

The cyclic phase-space trace is directly seen in the representation (14) to reduce to a plain 
product, if there is only one * involved: 

j dpdx f * g = j dpdx f g = j dpdx g * f. (16) 

Moyal's equation is necessary, but does not suffice to specify the WF for a system. In 
the conventional formulation of quantum mechanics, systematic solution of time-dependent 
equations is usually predicated on the spectrum of stationary ones. Time-independent pure
state Wigner functions *-commute with H, but clearly not every function *-commuting with 
H can be a bona-fide WF (e.g. any* function of H will *-commute with H). 

6 
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Static WFs obey more powerful functional *-genvalue equations [Fai64J (also see 

Refs. Kun67, Coh76, Dah83): 

H(x,p) * f(x,p) = H (x + i; Bp , p- i; Bx) f(x,p) 

= J(x,p) * H(x,p) = E f(x,p) , (17) 

where Eis the energy eigenvalue of f)'l/J = E'ljJ. These amount to a complete characterization 
of the WFs [CFZ98]. 

Lemma 1 For real functions f(x,p), the Wigner form (4) for pure static eigenstates is 
equivalent to compliance with the *-genvalue equations (17) (ii? and 8' parts). 

Proof 

H(x,p) * f(x,p) 

= 2~ [(p - i~ Bx) 2 /2m + V(x)] j dy e-iy(p+i~Bx)'l/J*(x - ~y) 'ljJ(x + ~y) 

= 2~ j dy [(p - i~ Bx)2 /2m + V(x + ~y)] e-iYP'ljJ*(x - ~y) 'ljJ(x + ~y) 

= 2~ j dy e-iyp [(i By +i~ Bx)2 /2m + V(x + ~y)] 'ljJ*(x - ~y) 'lfJ(x + ~y) 
1 j . n, n, = 

2
7r dy e-iyp'l/J*(x - "2y) E 'l/J(x + 2y) 

= E f(x,p). (18) 

Action of the effective differential operators on 'ljJ* turns out to be null. 
Symmetrically, 

f*H 

= - dye YP --(8 -- ox) + V(x - -y) 'ljJ (x - -y) 'l/J(x + -y) 1 j -i [ 1 --+ n --+ 2 n J * n n 
27r 2m Y 2 2 2 2 

= E f(x,p), (19) 

where the action on 'ljJ is now trivial. 
Conversely, the pair of *-eigenvalue equations dictate, for f(x,p) = J dy e-iyp f (x, y) , 

(20) 

Hence, real solutions of (17) must be of the form f = f dy e-iYP'lfJ*(x - qy)'lfJ(x + qy)/27r, 
such that f)'l/J = E'ljJ. D 

Equation (17) lead to spectral properties for WFs [Fai64, CFZ98], as in the Hilbert 
space formulation. For instance, projective orthogonality of the * genfunctions follows from 
associativity, which allows evaluation in two alternate groupings: 

f*H*g=E1 f*g=E9 f*g. 

7 
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Thus, for E9 "I E1, it is necessary that 

f * g = 0. (22) 

Moreover, precluding degeneracy (which can be treated separately), choosing f = g above 
yields 

(23) 

and hence f * f must be the stargenfunction in question, 

(24) 

Pure state fs then *-project onto their space. In general, it can be shown [Tak54, CFZ98J 
that, for a pure state, 

1 
J a* fb = h 8a,b J a · (25) 

The normalization matters [Tak54]: despite linearity of the equations, it prevents superposi
tion of solutions. (Quantum mechanical interference works differently here, in comportance 
with density matrix formalism.) 

By virtue of (16), for different *-genfunctions, the above dictates that 

j dpdx Jg= 0. (26) 

Consequently, unless there is zero overlap for all such WFs, at least one of the two must 
go negative someplace to offset the positive overlap [HOS84, Coh95J-an illustration of the 
feature of negative values. This feature is an asset and not a liability. 

Further, note that integrating ( 17) yields the expectation of the energy, 

J H(x,p)f(x,p) dxdp = E J f dxdp = E. (27) 

Likewise,<l note that integrating the above projective condition yields 

J 2 1 
dxdp f = h, (28) 

i.e. the overlap increases to a divergent result in the classical limit, as the WFs grow in
creasingly spiky. 

dThis discussion applies to proper WFs, corresponding to pure states' density matrices. E.g. a sum of two WFs 
is not a pure state in general, and does not satisfy the condition (6). For such generalizations, the impurity is 
(Gro46] 1 - h(f) = J dxdp (f - hf2 ) 2: 0, where the inequality is only saturated into an equality for a pure state. 
For instance, for w = Ua + fb)/2 with fa* fb = 0, the impurity is nonvanishing, J dxdp (w - hw2

) = 1/2. A pure 
state affords a maximum of information, while the impurity is a measure of lack of information [Fan57, Tak54]-it is 
the dominant term in the expansion of the quantum entropy around a pure state [Bra94]. 

8 
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4 The Uncertainty Principle 

In classical (non-negative) probability distribution theory, expectation values of non
negative functions are likewise non-negative, and thus result in standard constraint in
equalities for the constituent pieces of such functions, e.g., moments of the variables. But 
it was just seen that for WFs which go negative for an arbitrary function g, (lgl 2) need not 
be 2: 0. This can be easily seen by choosing the support of g to lie mostly in those regions 
of phase-space where the WF f is negative. 

Still, such constraints are not lost for WFs. It turns out they are replaced by: 

Lemma 2 

(29) 

In Hilbert space operator formalism, this relation would correspond to the positivity of the 
norm. This expression is non-negative because it involves a real non-negative integrand for 
a pure state WF satisfying the above projective condition e, 

j dpdx(g**g)f = h j dxdp(g**g)(f *f) = h j dxdp(f*g*)*(9*f) = h j dxdplg*fl 2
. (30) 

D 
To produce Heisenberg's uncertainty relation [CZOl], one only needs to choose 

g =a+ bx+ cp, (31) 

for arbitrary complex coefficients a, b, c. The resulting positive semi-definite quadratic form 
is then 

a*a+b*b(x*x) +c*c(P*P) + (a*b+ b*a)(x) +(a* c+c*a)(p) +c*b(p*x) +b*c(x*p) 2: 0 , (32) 

for any a, b, c. The eigenvalues of the corresponding matrix are then non-negative, and thus 
so must be its determinant. Given 

X*X = x2
, P*P = P2

, 

and the usual 

in 
P*X=px-2' 

in 
X*p=px+ 2, 

(Ax) 2 = ((x - (x)) 2
), (Ap)2 = ((p- (p))2), 

this condition on the 3 x 3 matrix determinant amounts to 

and hence 

n2 ( )2 (Ax)2 (Ap) 2 2: 4 + ((x - (x))(p - (p))) , 

n 
Ax Ap 2: °2. 

(33) 

(34) 

(35) 

(36) 

esimilarly, if hand hare pure state WFs, the transition probability Cl J dx'l/Ji (x)1/J2(x)l 2 ) between the respective states 
is also non-negative (OW81], manifestly by the same argument (CZOl], namely J dpdxfih = (27rn)2 J dxdp lh *hl 2 2: 
0. 

g 
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The n entered into the moments' constraint through the action of the * product [CZOl]. 
More general choices of g likewise lead to diverse expectations' inequalities in phase space; 
e.g. in six-dimensional phase space, the uncertainty for g = a+ bLx + cLy requires l(l + 1) 2: 
m(m + 1), and hence l 2: m, etc. [CZOl, CZ02]. For a more extensive formal discussion of 
moments, cf. Ref. N086. 

5 Ehrenfest 's Theorem 

Moyal's equation (10), 

of 
ot = {{H, f}} ' (37) 

serves to prove Ehrenfest's theorem for expectation values. For any phase-space function 
k(x,p) with no explicit time dependence, 

d(k) = jdxd of k 
dt P at 

= i~ j dxdp (H * f - f * H) * k 

= j dxdp f {{k, H}} = ({k, H}}). (38) 

(Any convective time-dependence, J dxdp [±ax (f k) + p op(fk)], amounts to an ignorable 
surface term, J dxdp [ox(xfk) + op(pfk)], by the x,p equations of motion.) 

Note the ostensible sign difference between the correspondent to Heisenberg's equation, 

dk 
dt = {{k, H}} , (39) 

and Moyal's equation above. The x,p equations of motion reduce to the classical ones of 
Hamilton,±= apH, p = -oxH. 

Moyal [Moy49] stressed that his eponymous quantum evolution equation (10) contrasts 
to Liouville's theorem for classical phase-space densities, 

df cI 8 f cI · n f · n f 
dt = 8t + X Ux cl + p Up cl = Q . (40) 

Specifically, unlike its classical counterpart, in general, f does not flow like an incompressible 
fluid in phase space. 

For an arbitrary region n about a representative point in phase space, 

:tkdxdpf= kdxdp[°it +ax(xf)+ap(PJ)J = J;xdp({{H,f}}-{H,!})#0. (41) 

That is, the phase-space region does not conserve in time the number of points swarming 
about the representative point: points diffuse away, in general, without maintaining the 
density of the quantum quasi-probability fluid, and, conversely, they are not prevented 
from coming together, in contrast to deterministic flow. For infinite n encompassing the 
entire phase space, both surface terms above vanish to yield a time-invariant normalization 

10 
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for the WF. The O(n2) higher momentum derivatives of the WF present in the MB (but 
absent in the PB-higher space derivatives probing nonlinearity in the potential) modify 
the Liouville flow into characteristic quantum configurations [KZZ02, FBA96, ZP94]. 

6 Illustration: The Harmonic Oscillator 

To illustrate the formalism on a simple prototype problem, one may look at the harmonic 
oscillator. In the spirit of this picture, one can, in fact, eschew solving the Schrodinger 
problem and plugging the wave functions into (4); instead, one may solve (17) directly for 
H = (p2 + x2)/2 (with m = 1, w = 1): 

[ 
·n, ·n, ] (x + i
2 

8p) 2 + (p - i
2 

8x) 2 
- 2E J(x,p) = 0. (42) 

For this Hamiltonian, the equation has collapsed to two simple PDEs. The first one, the 
Imaginary part, 

(43) 

restricts f to depend on only one variable, the scalar in phase space, z = 4H/n = 2(x 2 + 
p2)/n. Thus the second one, the Real part, is a simple ODE, 

(
z 2 E) 4 - ZOz - Oz - h f(z) = 0. (44) 

Setting f (z) = exp(-z/2)L(z) yields Laguerre's equation, 

[ 
2 E 1] zaz + (1 - z)az + h - 2 L(z) = 0. (45) 

It is solved by Laguerre polynomials, 

(46) 

for n = E /n - 1/2 = 0, 1, 2, ... , so the * gen-Wigner functions are [Gro46] 

.f = (-1r -2H/n L (4H) . 
Jn 7rn e n n , 

4H 8H2 8H 
Lo= 1, L1 = 1 - h' L2 = fi:2 - h + 1, .... (47) 

But for the Gaussian ground state, they all have zeros and go negative. These functions 
become spiky in the classical limit n ---> O; e.g. the ground state Gaussian Jo goes to a o 
function. 

11 
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f 

Figure 2. The oscillator WF for the third excited state. Noto the negative values. 

Their sum provides a resolution of the identity [Moy49], 

1 "'£1n =Ti. 
n 

(For the rest of this section, set Ii= 1, for algebraic simplicity.) 

(48) 

Dirac's Hamiltonian factorization method for the alternate algebraic solution of the same 
problem carries through intact, with *-multiplication supplanting operator multiplication. 
That is to say, 

H = ~(x - ip) * (x + ip) + ~ . (49) 

This motivates definition of raising and lowering functions (not operators) 

a= ~(x +ip), at= ~(x - ip), (50) 

where 

(51) 

The annihilation ones -k-annihilate the * Fock vacuum: 

1 . ( 2+ 2) a*fo= J2(x+ip)*e-x P =0. (52) 

Thus, the associativity of the -k-product permits the customary ladder spectrum gener
ation [CFZ98]. The *-genstates for H * f = f *Hare 

1 
fn = 1 (at*r Jo (*at . (53) 

n. 

They are manifestly real, like the Gaussian ground state, and left- right-symmetric; it is 
easy to see they are *-Orthogonal for different eigenvalues. Likewise, they can be seen by 

12 
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p 

f 

x 

Figure 3. Section of the WF for the first excited state. Note the negative values. 

the evident algebraic normal ordering to project to themselves, since the Gaussian ground 
state does, Jo* Jo = Jo/h. The corresponding coherent state WFs [KLOl, CUZOl, HarOl, 
DG80] are likewise analogous to the conventional formulation. 

This type of analysis carries over well to a broader class of problems [CFZ98) with "es
sentially isospectrar' pairs of partner potentials, connected with each other through Dar
bowc transformations relying on Witten superpotentials W (cf. the Poschl- Teller potential 
[AntOl]). It closely parallels the standard differential operator structure of the recursive 
technique. That is, the pairs of related potentials and corresponding *-genstate Wigner 
functions are constructed recursively [CFZ98] through ladder operations analogous to the 
algebraic method outlined above for the oscillator. 

Beyond such recursive potentials, examples of further simple systems where the *
genvalue equations can be solved on first principles are the linear potential [GM80, CFZ98, 
TZM96], the exponential interaction Liouville potentials, and their supersymmetric Morse 
generalizations [CFZ98]. (Also see Refs. FraOO, CH86, HL99, KL94.) 

Further systems may be handled through the Chebyshev-polynomial numerical tech
niques of Ref. HMS98. 

First-principles phase-space solution of the hydrogen atom is less than straightforward 
and complete. The reader is referred to Refs. BFF78, Bon84, DS82, CH87 for significant 
partial results. 

Algebraic methods of generating spectra of quantum-integrable models are described in 
Ref. CZ02. 

7 Time Evolution 

Moyal's equation (10) is formally solved by virtue of associative combinatoric operations 
completely analogous to Hilbert space quantum mechanics, through definition of a *-Unitary 

13 
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evolution operator, a "*-exponential" [BFF78] 

itH/n . (it/ft) 2 (it/n)3 

U*(x,p; t) = e* := 1 + (it/n)H(x,p) + 
1 

H * H + 
3

, H * H * H + ... , (54) 
2. . 

for arbitrary Hamiltonians. The solution to Moyal's equation, given the WF at t = 0, then, 
is 

f(x,p; t) = U; 1(x,p; t) * f(x,p; 0) * U*(x,p; t). (55) 

In general, just like any *-function of H, the *-exponential (54) resolves spectrally 
[Bon84]: 

(56) 

(Of course, for t = 0, the obvious identity resolution is recovered.) In turn, any particular 
*-genfunction is projected out formally by 

J dt exp* [ ~ (H - Ern)] = (27rn) 2 L J(En - Em) f n ex: f m , 

n 

(57) 

which is manifestly seen to be a *-function. 
For oscillator *-genfunctions, the *-exponential (56) is directly seen to sum to 

(58) 

which is to say, a Gaussian [BFF78] in phase space. r 
For the variables x and p, the evolution equations collapse to mere classical trajectories, 

dx 
dt 

x*H-H*x-aH-in - P -P' 

dp p * H - H * p _ -& H __ 
dt = in - x - x 

(59) 

(60) 

where the concluding member of these two equations hold for the oscillator only. Thus, for 
the oscillator, 

x(t) = x cost+ psin t, p(t) = pcost - xsint. (61) 

As a consequence, for the oscillator, the functional form of the Wigner function is 
preserved along classical phase-space trajectories [Gro46]: 

f(x,p; t) = f (x cost - psin t,p cost+ x sin t; 0). (62) 

f As an application, note that the celebrated hyperbolic tangent *-composition law of Gaussians follows trivially, since 
these amount to *-exponentials with additive time intervals, exp*(tf) *exp* (Tf) =exp* [(t + T)f)], [BFF78]. That 
is, 

14 
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p 

x 
Figure 4. Time evolution of generic WF configurations driven by an oscillator Hamiltonian. The t-arrow indicates the 
rotaLion sense of x and p, and so, for fixed x and p axes, the WF shoebox configurations rotate rigidly in the opposite 
direction, clockwise. (The sharp angles of the WFs in the illustration are actually unphysical, and were only chosen 
to monitor their "spreading wavepacket" projections more conspicuously.) These x- and p-projections (shadows) are 
meant to be intensity profiles on those axes, but are expanded on the plane to aid visualization. The circular figure 
represents a coherent state, which projects on either axis identically at all times, thus without shape alteration of its 
wavepacket through time evolution. 

Any oscillator WF configuration rotates uniformly on the phase plane around the origin, 
in essence classically (cf. Fig. 4), even though it provides a complete quantum-mechanical 
description [Gro46, BM49, Wig32, Les84, CZ99, ZC99]. 

Naturally, this rigid rotation in phase-space preserves areas, and thus automatically 
illustrates the uncertainty principle. By contrast, in general, in the conventional formulation 
of quantum mechanics, this result is deprived of intuitive import, or, at the very least, 
simplicity: upon integration in x (or p) to yield usual marginal probability densities, the 
rotation induces apparent complicated shape variations of the oscillating probability density 
profile, such as wavepacket spreading (as evident in the shadow projections on the x and p 
axes of Fig. 4) . 

Only when (as is the case for coherent states [HSD95, SamOO)J a Wigner function 
configuration has an additional axial x - p symmetry around its own center, will it possess 
an invariant profile upon this rotation, and hence a shape-invariant oscillating probability 
density [ZC99]. 



16 

In Dirac's interaction representation, a more complicated interaction Hamiltonian su
perposed on the oscillator one leads to shape changes of the WF configurations placed on 
the above "turntable," and serves to generalize to scalar field theory [CZ99]. 

8 Non diagonal Wigner Functions 

More generally, to represent all operators on phase space in a selected basis, one looks 
at the Weyl-correspondents of arbitrary Ja) (bJ, referred to as nondiagonal WFs [Gro46]. 
These enable investigation of interference phenomena and the transition amplitudes in the 
formulation of quantum-mechanical perturbation theory [BM49, W088, CUZOl]. 

Both the diagonal and the non-diagonal WFs are represented in (2), by replacing p 

-t J7/Ja)(7/JbJ: 

fba(x,p) = 2~ J dy e-iyp ( X +~YI 'fa) ( 7/Jb I X - ~y) 

= 2~ J dye-iyp'fb ( x - ~y) 'fa ( x + ~y) = J;b(x,p) 

= 'fa(x) *8(p) *'fb(x), (63) 

The representation on the last line is due to Ref. Bra94 and lends itself to a more compact 
and elegant proof of Lemma 1. Just as pure-state diagonal WFs obey a projection condition, 
so too the non-diagonals. For wave functions which are orthonormal for discrete state labels, 
J dx 7/J~ ( x )7/Jb ( x) = 8ab, the transition amplitude collapses to 

J dxdp fab (x,p) = 8ab. (64) 

To perform spectral operations analogous to those of Hilbert space, it is useful to note that 

these WFs are *-orthogonal [Fai64], 

as well as complete [Moy49] for integrable functions on phase space, 

(2nn) L !ab (x1,P1) fba (x2,P2) = 8 (x1 - x2) 8 (P1 - P2) 
a,b 

For example, for the SHO in one dimension, non-diagonal WFs are 

1 * )n ( )k fio -- I_e-(x2+P2)/n 
fkn = c;,-; (a * Jo *a , 

vn!k! nn 

(65) 

(66) 

(67) 

(cf. coherent states [CUZOl, DG80)]. Explicitly, in terms of associated Laguerre polynomi

als, these are [Gro46, BM49, Fai64] 

f 
= {k! ei(n-k) arctan(p/x) (-l)k 

kn v~ 7Tn 
x + p Ln-k x + p e-(x2+P2)/n. (68) 

( 
2 2)(n-k)/2 ( 2 2) 

n/2 k n/2 

16 
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The SHO nondiagonal WFs are direct solutions to [Fai64] 

(69) 

The energy *-genvalue conditions are (En - !) /n = n, an integer, and (Ek - !) /n = k, 
also an integer. 

The general spectral theory of WFs is covered in Refs. BFF78, FM91, Lie90, BDW99, 
CUZOl. 

9 Stationary Perturbation Theory 

Given the spectral properties summarized, the phase-space perturbation formalism is self
contained: it need not make reference to the Hilbert-space treatment [BM49, W088, CUZOl, 
SS02, MS96]. 

For a perturbed Hamiltonian, 

H (x,p) = Ho(x,p) +A H1(x,p) , (70) 

seek a formal series solution, 
00 00 

fn (x,p) = L Ak f~k)(x,p), En= LAkE~), (71) 
k=O k=O 

of the left-right-*-genvalue equations (17), H * f n = Enfn = fn * H. 
Matching powers of A in the eigenvalue equation [CUZOl], 

E~o) = J dxdp f~o)(x,p) Hd_x,p), E~l) = J dxdp f~o)(x,p) H1(x,p), (72) 

J2) (x,p) = L f~~ (x,p) j dXdP f~~ (X, P) H1 (X, P) 
ko;fn 

~ 1 (0) J (0) + ~ (o) (o) fnk (x,p) dXdP fkn (X, P) H1 (X, P) 
ko;fn En - Ek 

(73) 

For example, consider all polynomial perturbations of the harmonic oscillator in a unified 
treatment, by choosing 

H1 = e'°Yx+i5p = eJx+<fp = ( e'°Yx * e"P) ei'"Y612 = ( e6P * e'°Yx) e-i'°'fi5/2 , (74) 

to evaluate a generating function for all the first-order corrections to the energies [CUZOl], 

E(l)(s) = f Sn E~l) = j dxdp f Sn J~O) H1 ; 
n=O n=O 

(75) 

hence 

(76) 
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From the spectral resolution (56) and the explicit form of the *"exponential of the 

oscillator Hamiltonian (58) [with eit ---+ s and E~o) = ( n + ! ) n], it follows that 

n (0) _ 1 X + p S - 1 00 ( 2 2 ) I; s f n - ?Tn(l + s) exp n s + 1 ' (77) 

and hence 

E(l) (s) = 1 j dxdpe-yx+op exp (--x2
_+_P_

2 

?Tn(l+s) n ~) l+s 

= _1_ exp[~ (1'2 + 52) _1 _+_s] 
1-s 4 1-s (78) 

For example, specifically, 

E61) =exp~ (1'2 + 52) , Ei1) = [1+~(1'2+52)] E61)' 

E~1) = [ 1 + n ( 1'2 + 52) + ~ (-y2 + 52) 2] E61) ' (79) 

and so on. All the first order corrections to the energies are even functions of the 
parameters-only even functions of x and p can contribute to first-order shifts in the oscil
lator energies. 

First-order corrections to the WFs may be similarly calculated using generating func
tions for nondiagonal WFs. Higher order corrections are straightforward but tedious. De
generate perturbation theory also has an autonomous formulation in phase-space, equivalent 
to Hilbert space and path-integral treatments. 

10 Propagators 

Time evolution of general WFs beyond the above treatment is discussed at length in 
Refs. BM49, Ber75, GM80, CUZOl, BR93, Wo82, Wo02, FM03. A further application 
of the spectral techniques outlined is the computation of the WF time-evolution opera
tor from the propagator for wave functions, which is given as a bilinear sum of energy 
eigenfunctions, 

G(x,X;t) = L'l/Ja(x)e-iEat/n'l/J~(X) = exp[iAeff(x,X;t)] , (80) 
a 

as it may be thought of as an exponentiated effective action. (Henceforth in this section, 
take n = 1.) 

This leads directly to a similar bilinear double sum for the WF time-transformation 

kernel [Moy49], 

T(x,p; X, P; t) = 2?T L fba(x,p) e-i(Ea-Eb)t fab(X, P) . (81) 
a,b 

18 
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Defining a "big star" operation as a *-product for the upper-case (initial) phase-space 
variables, 

iii +- -+ +- -+ * = e 2 (8x8p-8p8x), (82) 

it follows that 

T(x,p;X,P;t)*fdc(X,P) = L fbc(x,p)e-i(Ec-Eb)t fdb(X,P), (83) 
b 

and hence [cf. (55)], 

I dXdP T(x,p; x, P; t)fac(X, P) = fdc(x,p)e-i(Ec-Ed)t = u;1*fac(x,p; O)*U* = fac(x,p; t). 

(84) 
For example, for a free particle of unit mass in one dimension, H = p 2 /2, WFs propagate 

according to 

Tfree (x,p; X, P; t) 

2~ I dk I dq ei(k-q)x 6 [p - ~ (k + q)] e-i(q2-k2)t/2 e-i(k-q)X 6 [ P - ~ (k + q)] 

= J(x-X-Pt)J(p-P), (85) 

amounting to "classical" motion, 

f(x,p; t) = J(x - pt,p; 0) . (86) 

11 Canonical Transformations 

Canonical transformations (x,p) ,....._, [X(x,p), P(x,p)] preserve the phase-space volume (area) 
element (again, take n = 1) through a trivial Jacobian, 

dXdP = dxdp {X, P} , (87) 

i.e. they preserve Poisson brackets 

au av au av 
{ u, v }xp = ax op - op ax ' (88) 

{X,P}xp = 1, {x,p}xP = 1. (89) 

Upon quantization, the c-number function Hamiltonian transforms "classically," 
1i ( X, P) = H ( x, p), like a scalar. Does the *-product remain invariant under this transfor
mation? 

Yes, for linear canonical transformations [KLOl], but clearly not for general canonical 
transformations. Still, things can be put right, by devising general covariant transformation 
rules for the *-product [CFZ98]: the WF transforms in comportance with Dirac's quantum 
canonical transformation theory [Dir33]. 
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In conventional quantum mechanics, for classical canonical transformations generated 
by Fc1(x, X), 

8Fc1(x, X) 
p= OX ' 

p = _ 8Fc1(x,X) 
ax ' (90) 

the energy eigenfunctions transform in a generalization of the "representation-changing" 
Fourier transform [Dir33), 

(91) 

(In this expression, the generating function F may contain ti corrections [BCT82] to the 
classical one, in general-but for several simple quantum-mechanical systems it manages 
not to [CG92, DG02).) Hence [CFZ98], there is a transformation functional for WFs, 
T(x,p; X, P), such that 

J(x,p) = j dXdP T(x,p; X, P)*F(X, P) = j dXdP T(x,p; X, P) F(X, P) , (92) 

where 

T (x,p; X, P) (93) 

= INl
2
JdYdy exp [-iyp+ iPY - iF*(x - ~ X - y) + iF(x + ~ X + y )] . 

271" 2' 2 2' 2 

Moreover, it can be shown that [CFZ98], 

H(x,p) *T(x,p;X,P) = T(x,p;X,P)* H(X,P). (94) 

That is, if F satisfies a *-genvalue equation, then f satisfies a *-genvalue equation with the 
same eigenvalue, and vice versa. This proves useful in constructing WFs for simple systems 
which can be trivialized classically through canonical transformations. 

A thorough discussion of MB automorphisms may start from Ref. BCW02 . (Also see 
Refs. Hie82, DKM88, GR94, DV97, Hak99, KL99, DPOl.) 

Time evolution is a canonical transformation [Dir33], with the generator's role played 
by the effective action A of the previous section, incorporating quantum corrections to both 
phases and normalizations; it connects initial wave functions to those at a final time. 

For example, for the linear potential, with 

H = p2 + x , (95) 

wave function evolution is determined by the propagator 

. 1 [i(x-X)
2 

i(x+X)t it3
] 

exp [iA!in(x, X; t)] = y147fit exp 
4
t -

2 
- 12 · 

T then evaluates to 

Ttin (x,p; X, P; t) 

(96) 

= 2~ j dYdy exp [-iyp+ iPY - iAj;n(x - ~,X - ~ ;t) + iAtin(x + ~,X + ~ ;t)] 
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1 J [ it i ] S7r2t dY dy exp -iyp + iPY - "2 (y + Y) + 
2
t (x - X)(y - Y) 

1 ( t x - x) ( t x - x) 
2t 5 p+2--U 5 P-2--U 
5 (p + t - P) 5 (x - 2tp - t 2 - X) 

8 (x - X - (p + P) t) 8 (P - p - t) . (97) 

The 5 functions enforce exactly the classical motion for a mass= 1/2 particle subject to 
a negative constant force of unit magnitude (acceleration = -2). Thus the WF evolves 

"classically" as 

f(x,p; t) = f(x - 2pt - t 2,p + t; 0). (98) 

Note that time independence follows for f (x,p; 0) being any function of the energy variable, 
since x + p2 = x - 2pt - t 2 + (p + t) 2 . 

The evolution kernel T propagates an arbitrary WF through just 

J(x,p; t) = j dXdP T(x,p; X, P; t) f(X, P; 0). (99) 

The underlying phase-space structure, however, is more evident if one of the wave-function 
propagators is given in coordinate space, and the other in momentum space. Then the 
path integral expressions for the two propagators can be combined into a single phase-space 
path integral. For every time increment, phase space is integrated over to produce the new 
Wigner function from its immediate ancestor. The result is 

T (x,p; X, P; t) (100) 

= :2 jdx1dp1 jdx2dp2e2i(x-x1)(p-p1) e-ixlPl (x1; t!x2; 0) (P1; tlp2; 0) * eix2p2e-2i(X-x2)(P-p2)' 

where (x1; t lx2; 0) and (p1; t IP2; 0) are the path integral expressions in coordinate space, 
and in momentum space. Blending these x and p path integrals gives a genuine path 
integral over phase space [Ber80, DK85]. For a direct connection of U* to this integral, see 
Refs. Sha79, Lea68, SamOO. 

12 The Weyl Correspondence 

This section summarizes the bridge and equivalence of phase-space quantization to the 
conventional formulation of quantum mechanics in Hilbert space. The Weyl correspondence 
merely provides a change of representation between phase space and Hilbert space. In 
itself, it does not map (commutative) classical mechanics to (non-commutative) quantum 
mechanics, but it makes that deformation map easier to grasp, defined within a common 
representation, and thus more intuitive. 

Weyl [Wey27] introduced an association rule mapping invertibly c-number phase-space 
functions g(x,p) (called phase-space kernels) to operators Q) in a given ordering prescription. 

21 
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Specifically, p 1-t p, x 1-t ~' and, in general, 

Q:S(~,p) = (
2
!)2 J drdO"dxdp g(x,p) exp [ir(p - p) + iO"(~ - x)]. (101) 

The eponymous ordering prescription requires that an arbitrary operator, regarded as a 
power series in~ and p, be first ordered in a completely symmetrized expression in~ and p, 
by use of Heisenberg's commutation relations, [~, p] = in. 

A term with m powers of p and n powers of t is obtained from the coefficient of TmO"n 

in the expansion of ( rp + O"~) m+n, which serves as a generating function of Weyl-ordered 
polynomials [GF91]. It is evident how the map yields a Weyl-ordered operator from a 
polynomial phase-space kernel. It includes every possible ordering with multiplicity one, 
e.g. 

(102) 

In general [McC32], 

1 n(n) 1 m(m) pmxn 1-t 2n ~ r ~rpm~n-r = 2m ~ s ps~npm-s. (103) 

Phase-space constants map to the identity in Hilbert space. 
In this correspondence scheme, then, 

TrQ:S = J dxdp g. (104) 

Conversely [Gro46, Kub64, HOS84], the c-number phase-space kernels g(x,p) of Weyl
ordered operators Q:S (~, p) are specified by p 1-t p, ~ 1-t x, or, more precisely, by the "Wigner 
map," 

g(x p) = _1_ J drdO" ei(rp+ux)Tr (e-i(rP+u~)Q:S) 
' (27r )2 

= 2~ J dy e-iyp ( x +~YI Q:S(~,p) Ix - ~y), (105) 

since the above trace reduces to 

J dz eiTunf2 (zle-iu~e-irpQ:Slz) = 27r J dz(z - nrlQ:Slz)eiu(rn/2-z). (106) 

Thus, the density matrix inserted in this expression [Moy49] yields the hermitean gen
eralization of the Wigner function (63) encountered, 

fab(x,p) = 2~ J dy e-iyp ( x + ~y I 1Pb) ( 1Pa Ix - ~y J 
1 j . n n *( ) = 

2
7r dye-iyp1P~(x - 2Y)1Pb(x + 2y) = fba x,p , (107) 

where the 1Pa(x)s are (ortho)normalized solutions to a Schrodinger problem. (Wigner 
[Wig32] mainly considered the diagonal elements of the pure-state density matrix, denoted 
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above as fm = fmm·) As a consequence, matrix elements of operators, i.e. traces of them 
with the density matrix, are produced through mere phase-space integrals [Moy49], 

(1/Jml<Bl1/ln) = J dxdp g(x,p)f mn(x,p), (108) 

and thus expectation values follow for m = n, as utilized throughout in this overview. 

Hence, 

(1/lmlexpi(O";!:+rp)l1/lm) = J dxdp fm(x,p)expi(O"x+rp), (109) 

the celebrated moment-generating functional [Moy49] of the Wigner distribution. 
Products of Weyl-ordered operators are not necessarily Weyl-ordered, but may be easily 

reordered into Weyl-ordered operators through the degenerate Campbell-Baker-Hausdorff 
identity. In a study of the uniqueness of the Schrodinger representation, von Neumann 
[Neu31] adumbrated the composition rule of kernel functions in such operator products, ap
preciating that Weyl's correspondence was in fact a homomorphism. (Effectively, he arrived 
at the Fourier space convolution representation of the star product.) Finally, Groenewold 
[Gro46] neatly worked out in detail how the kernel functions f and g of two operators ~ 
and 0 must compose to yield the kernel of~ 0, 

~ 0 = (2;_)4 j dedrJd( dr/ dx' dx" dp' dp" f (x', p')g(x", p") 

x expi[e(p - p') + rJ(;!: - x')] expi[((p - p") + rJ1 (;!: - x")] 

= (2~)4/ dedrJd( drJ' dx' dx" dp' dp" f (x', p')g(x", p") exp i [ (e + ()p + (rJ + rJ1);!: J 

X expi [-ep' - rJX1 
- (p" - rJ1X11 + ~(erJ' - rJ()] · 

Changing integration variables to 

/ 2 ( ') 2 ( ') e =n x-x, e=r-n x-x, 

reduces the above integral to the fundamental 

Theorem 1 

(110) 

(111) 

~ 0 = (2~)2 j drdO"dxdp expi [r(p - p) + O"(;!: - x)] (f * g)(x,p), (112) 

where f * g is the expression ( 13). 

0 
The *-product thus defines the transition from classical to quantum mechanics. In fact, 

the failure of Weyl-ordered operators to close under multiplication may be stood on its 
head [Bra02], to define a Weyl-symmetrizing operator product which is commutative and 
constitutes the Weyl transform off g instead of the non-commutative f * g. (For example, 
2x * p = 2xp + in f--> 2;!:j:l = ;!:j:l + j:l;!: + iii. The classical piece of 2x * p maps to the Weyl 
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symmetrization of the operator product, 2xp r--t ~p + p~.) One may then solve for the PB in 
terms of the MB, and, through the Weyl correspondence, reformulate Classical Mechanics 
in Hilbert space as a deformation of Quantum Mechanics, instead of the other way around 
[Bra02]. 

Arbitrary operators IB(~, p) consisting of operators ~ and p, in various orderings, but 
with the same classical limit, could be imagined rearranged by use of Heisenberg com
mutations to canonical completely symmetrized Weyl-ordered forms, in general with O(n) 
terms generated in the process. Each one might then be inverse-mapped uniquely to its 
Weyl-correspondent c-number kernel function g in phase space. [In practice, there is the 
more direct Wigner transform formula (105), which bypasses a need for an actual rearrange
ment.] Thus, operators differing from each other by different orderings of their ~s and ps 
correspond to kernel functions g coinciding with each other at O(n°), but different at O(n), 
in general. Hence, in phase-space quantization, a survey of all alternate operator orderings 
in a problem with such ambiguities amounts to a survey of the "quantum correction" O(n) 
pieces of the respective kernel functions, i.e. the inverse Weyl transforms of those operators, 
and their study is systematized and expedited. Choice-of-ordering problems then reduce to 
purely *-product algebraic ones, as the resulting preferred orderings are specified through 
particular deformations in the c-number kernel expressions resulting from the particular 
solution in phase space [CZ02]. 

13 Alternate Rules of Association 

The Weyl correspondence rule (101) is not unique: there are a host of alternate equivalent 
association rules which specify corresponding representations. All these representations 
with equivalent formalisms are typified by characteristic quasi-distribution functions and 
*-products, all inter-convertible among themselves. They have been surveyed comparatively 
and organized in Refs. Lee95, BJ84, on the basis of seminal classification work by Cohen 
[Coh66, Coh76], and are favored by virtue of their different characteristic properties in 
varying applications. 

For example, instead of the operator exp(iTp + ia~) of the Weyl correspondence, one 
might posit, instead [Lee95, HOS84], antistandard ordering, 

exp(iTp) exp(ia~) = exp(iTp + ia~)w(T, a), (113) 

with w = exp( inTa /2), which specifies the Kirkwood-Rihaczek prescription; or else stan
dard ordering, w = exp( -inTa /2) on the right-hand side of the above, for the Mehta 
prescription; or normal and antinormal orderings for the Glauber-Sudarshan prescrip
tions, generalizing to w = exp[~(T2 + a 2)] for the Husimi prescription [Hus40, Tak89]; 
or w = cosh[~(T2 + a 2)] for the Rivier prescription; or w = sin(nTa/2)/(nTa/2), for the 
Born-Jordan prescription; and so on. 

The corresponding quasi-distribution functions in each representation can be obtained 
as convolution transforms of each other [Coh76, Lee95, HOS84], and likewise the kernel func-
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tion observables are convolution "dressings" of each other, as are their *-products [Dun88, 

AW70, Ber75]. 

Example For instance, the Husimi distribution follows from a "Gaussian smoothing" linear 
conversion map [W087, Tak89, Lee95] of the WF, 

fH = T(J) =exp [~(a;+ a;)] f (114) 

='Tr\ J dx'dp' exp [- (x' - x)
2 
~ (p' - p)

2
)] f(x',p'), 

and likewise for the observables, so that 

(QJ) =I dxdp g(x,p) exp [-~(a;+ a;)] fH 

= j dxdp 9H en.(axax+apap)/2 fH· (115) 

Expectation values of observables now entail equivalence conversion dressings of the respec
tive kernel functions and a corresponding *-product [Ba79, OW81, Vo89, Tak89, ZacOO], 
which now cannot be simply dropped inside integrals. For this reason, distributions such 
as this Husimi distribution (which is positive-semidefinite [Car76, OW81, Ste80]) cannot be 
automatically thought of as bona-fide probability distributions. This is often dramatized as 
the failure of the Husimi distribution f H to yield the correct x- or p-marginal probabilities, 
upon integration by p. or x, respectively [OW81, HOS84]. Since phase-space integrals are 
thus complicated by conversion dressing convolutions, they preclude direct applications of 
the Schwarz inequality and the standard inequality-based moment-constraining techniques 
of probability theory, as well, as routine completeness and orthonormality-based functional 
analytic operations. (Ignoring the above equivalence dressings and, instead, simply treating 
the Hussimi distribution as an ordinary probability distribution in evaluating expectation 
values results in loss of quantum information-effectively "coarse-graining" to a classical 
limit.) 

Similar caveats also apply to more recent symplectic tomographic representations 
[MMT96, MMMOl, Leo97], which are positive semi-definite too, but also do not consti
tute conventional probability distributions. 

14 The Groenewold-van Hove Theorem and the Uniqueness of MBs and 
*-Products 

Groenewold's correspondence principle theorem [Gro46] (to which van Hove's extension is 
often attached [vH51]) points out that, in general, there is no invertible linear map from all 
functions of phase space f ( x, p), g( x, p), ... , to hermitean operators in Hilbert space D. (!), 
D(g), .. ., such that the PB structure is preserved, 

1 
D.({f,g}) =in l D.(f),D.(g) l' (116) 

25 



26 

as utilized in Dirac's heuristics. Instead, the Weyl correspondence map (101) from functions 
to ordered operators, 

W(J) := (
2
:)2 j dTdO"dxdp f(x,p) exp[iT(P - p) + iO'(~ - x)], 

specifies the *-product in (112), W(f * g) = W(f) W(g), and thus 

w({{J,g}}) = i~ [wu),W(g)]. 

(117) 

(118) 

It is the MB, then, instead of the PB, which maps invertibly to the quantum commutator. 
That is to say, the "deformation" in phase-space quantization is nontrivial: the quantum 
functions, in general, do not coincide with the classical ones [Gro46], and involve O(n) 
corrections, as extensively illustrated in, e.g. Refs. CZ02, DS02, CH86; also see Ref. Got99. 

An alternate abstract realization of the above MB algebra in phase space (as opposed 
to the Hilbert space one), W(f), is [FFZ89, CFZm98] 

fl(!)= f * . (119) 

Realized on a toroidal phase space, with a formal identification n 1----+ 27r / N, it leads to the 
Lie algebra of SU(N) [FFZ89], by means of Sylvester's clock-and-shift matrices [Syl82]. For 
generic n, it may be thought of as a generalization of SU(N) for continuous N, allowing for 
taking the limit N--+ oo. 

Essentially (up to isomorphism), the MB algebra is the unique one-parameter deforma
tion of the Poisson bracket algebra [Vey75, BFF78, FLS76, Ar83, Fle90, deW83, BCG97, 
TD97], a uniqueness extending to the star product. Isomorphism allows for dressing trans
formations of the variables (kernel functions and WFs, as in Section 13 on alternate or
derings), through linear maps f 1----+ T(f), which leads to cohomologically equivalent star
product variants, i.e. [Ba79, Vo89, BFF78] 

T(f * g) = T(f) @T(g). (120) 

Consequently, the *-MB algebra is isomorphic to the algebra of @-MB. 
Computational features of *-products are discussed in Refs. BFF78, Han84, R092, 

ZacOO, EGV89, Vo78, An97, Bra94. 

15 Omitted Miscellany 

Phase-space quantization extends in several interesting directions which are not covered in 
such a summarizing introduction. 

The systematic generalization of the *-product to arbitrary non-fiat Poisson manifolds 
[Kon97], is a culmination of extensions to general symplectic and Kahler geometries [Fed94, 
KisOl], and varied symplectic contexts [Ber75, RTOO, CPP02, BGLOl]. For further work on 
curved spaces, cf. Refs. APW02, BF81, PT99. For extensive reviews of mathematical issues, 
cf. Refs. Fol89, Hor79, Wo98, AW70. For a connection to the theory of modular forms, sec 
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Ref. Raj02. For WFs of discrete (finite systems), cf. Refs. Woo87, ACW98, RA99, RGOO, 
BHP02. 

Spin is treated in Refs. Str57, VG89, AWOO; and forays into a relativistic formulation 
in Ref. LSU02 (also see Refs. CS75, Ran66). 

Inclusion of Electromagnetic fields and gauge invariance is treated in Refs. Mue99, 
LF94, LFOl, JVS87, ZC99, KOOO. Subtleties of Berry's phase in phase space are addressed 
in Ref. SamOO. 
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Selected Papers 

16 Brief Historical Outline 

The decisive contributors to the development of the formulation are Hermann Weyl (1885-
1955), Eugene Wigner (1902-1995), Hilbrand Groenewold (1910-1996), and Jose Moyal 
(1910-1998). The bulk of the theory is implicit in Groenewold's and Moyal's seminal pa
pers. But this has been a slow story of emerging connections and chains of ever-sharper 
reformulations. Confidence in the autonomy of the formulation accreted slowly. As a re
sult, attribution of critical milestones cannot avoid subjectivity: it cannot automatically 
highlight merely the earliest occurrence of a construct, unless that has also been conclusive 
enough to yield an "indefinite stay against confusion" about the logical structure of the 
formulation. 

H Weyl (1927) [Wey27] introduces the correspondence of "Weyl-ordered" operators to 
phase-space (c-number) kernel functions (as well as discrete QM application of Sylvester's 
(1883) [Syl82] clock-and-shift matrices). 

J von Neumann (1931) [Neu31], in a technical aside off a study of the uniqueness of 
Schrodinger's representation, includes a Fourier transform version of the *-product which 
promotes Weyl's correspondence rule to full isomorphism between Weyl-ordered operator 
multiplication and *-convolution of kernel functions. 

E Wigner (1932) [Wig32] introduces the eponymous phase-space distribution function 
controlling quantum mechanical diffusive flow in phase space. It specifies the time evolution 
of this function and applies it to quantum statistical mechanics. (Actually, Dirac (1930) 
[Dir30] has examined a similar object for the electron density in a multielectron Thomas
Fermi atom, but interprets the negative values as a failure of his semiclassical approximation, 
and dismisses the full quantum object.) 

H Groenewold (1946) [Gro46]. (Based on Groenewold's thesis work.) A seminal but 
somewhat unappreciated paper which achieves full understanding of the Weyl correspon
dence and produces the WF as the classical kernel of the density matrix. It reinvents 
and streamlines von Neumann's construct into the standard *-product, in a systematic 
exploration of the isomorphism between Weyl-ordered operator products and their kernel 
function compositions. It further works out the harmonic oscillator WF. 

J Moyal (1949) [Moy49] amounts to a grand synthesis: it establishes an independent 
formulation of quantum mechanics in phase space. It systematically studies all expectation 
values of Weyl-ordered operators, and identifies the Fourier transform of their moment
generating function (their characteristic function) to the Wigner Function. It further in
terprets the subtlety of the "negative probability" formalism and reconciles it with the 
uncertainty principle and the diffusion of the probability fluid. Not least, it recasts the time 
evolution of the Wigner function through a deformation of the Poisson bracket into the 
Moyal bracket (the commutator of *-products, i.e. the Weyl correspondent of the Heisen
berg commutator), and thus opens up the way for a systematic study of the semiclassical 
limit. Before publication, Dirac contrasts this work favorably to his own ideas on functional 
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integration, in Bohr's Festschrift [Dir45], despite private reservations and lengthy arguments 
with Moyal. 

M Bartlett and J Moyal (1949) [BM49] applies this language to calculate propagators 
and transition probabilities for oscillators perturbed by time-dependent potentials. 

T Takabayasi (1954) [Tak54] investigates the fundamental projective normalization con
dition for pure state Wigner functions, and exploits Groenewold's link to the conventional 
density matrix formulation. It further illuminates the diffusion of wavepackets. 

G Baker (1958) [Bak58] envisions the logical autonomy of the formulation, based on 
postulating the projective normalization condition. It resolves measurement subtleties in 
the correspondence principle and appreciates the significance of the anticommutator of 
the *-product as well, thus shifting emphasis to the *-product itself, over and above its 
commutator. 

D Fairlie (1964) [Fai64] (also see Refs. Kun67, Coh76, Dah83)] explores the time
independent counterpart to Moyal's evolution equation, which involves the *-product, be
yond mere Moyal Bracket equations, and derives (instead of postulating) the projective 
orthonormality conditions for the resulting Wigner functions. These now allow for a unique 
and full solution of the quantum system, in principle (without any reference to the conven
tional Hilbert-space formulation). Autonomy of the formulation is fully recognized. 

N Cartwright (1976) [Car76] notes that the WF smoothed by a phase-space Gaussian 
as wide as or wider than the minimum uncertainty packet is positive-semidefinite. 

M Berry (1977) [Ber77] elucidates the subtleties of the semiclassical limit, ergodicity, 
integrability, and the singularity structure of Wigner function evolution. 

F Bayen, M Flato, C Fronsdal, A Lichnerowicz, and D Sternheimer (1978) [BFF78] 
analyzes systematically the deformation structure and the uniqueness of the formulation, 
with special emphasis on spectral theory, and consolidates it mathematically. It provides 
explicit illustrative solutions to standard problems and utilizes influential technical tools, 
such as the *-exponential. 

A Royer (1977) [Roy77] interprets WFs as the expectation value of the operator effecting 
reflections in phase space. (Also see Refs. Kub64, Gro76, BV94].) 

G Garcia-Calderon and M Moshinsky (1980) [GM80] implements the transition from 
Hilbert space to phase space to extend classical propagators and canonical transformations 
to quantum ones in phase space. (Further see Refs. KLOl, Hie82, DKM88, CFZ98, DV97, 
GR94, Hak99, KL99, DPOl. The most conclusive work to date is Ref. BCW02.) 

J Dahl and M Springborg (1982) [DS82] initiates a thorough treatment of the hydro
gen and other simple atoms in phase space, albeit not from first principles-the WFs are 
evaluated in terms of Schrodinger wave-functions. 

M De Wilde and P Lecomte (1983) [deW83] consolidates the deformation theory of 
*-products and MBs on general real symplectic manifolds, analyzes their cohomology struc

. ture, and confirms the absence of obstructions. 
M Hillery, R O'Connell, M Scully, and E Wigner (1984) [HOS84] has done yeoman 

service to the physics community as the classic introduction to phase-space quantization 
and the Wigner function. 
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Y Kim and E Wigner (1990) [KW90] is a classic pedagogical discussion on the spread of 
wavepackets in phase space, uncertainty-preserving transformations, coherent and squeezed 
states. 

B Fedosov (1994) [Fed94] initiates an influential geometrical construction of the 
*-product on all symplectic manifolds. 

T Curtright, D Fairlie, and C Zachos (1998) [CFZ98] illustrates more directly the equiv
alence of the time-independent *-genvalue problem to the Hilbert space formulation, and 
hence its logical autonomy; formulates Darboux isospectral systems in phase space; works 
out the covariant transformation rule for general nonlinear canonical transformations (with 
reliance on the classic work of P Dirac (1933) [Dir33]; and thus furnishes explicit solutions 
to practical problems on first principles, without recourse to the Hilbert space formulation. 
Efficient techniques for perturbation theory are based on generating functions for complete 
sets of Wigner functions in T Curtright, T Uematsu, and C Zachos (2001) [CUZOl]. A 
self-contained derivation of the uncertainty principle in phase space is given in T Curtright 
and C Zachos (2001) [CZOl]. 

M Hug, C Menke, and W Schleich (1998) [HMS98] introduces and exemplifies techniques 
for numerical solution of *-equations on a basis of Chebyshev polynomials. 
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I 

Quantenmechanik und Gruppentheorie. 
Von H. Weyl in Ziirich. 

Mit 1 Abbildung. (Eingegangen am 13. Oktober 1927.) 

Einleitung und Zusammenfassung. - I. Teil. Bedeutung der Reprasentation von 
physikalischen Gro.llen durch Hermitesche Formen. § 1. Mathematische Grund
begriffe, die Hermiteschen Formen betreffend. § 2. Der physikalische Begriff 
des reinen Falles. § 3. Die physikalische Bedeutung der repriisentierenden 
Hermite sch en Form. § 4. Statistik der Gemenge. - II. Teil. Kinematik als 
Gruppe. § 5. Uber Gruppen und ihre unitii.ren Darstellungen. § 6. Ubertragung 
auf kontinuierliche Gruppen. § 7.. Ersatz der kanonischen Variablen durch die 
Gruppe. Das Elektron. § 8. Ubergang zu Schrodingers Wellentheorie. -
III. Teil. Das dynamische Problem. § 9. Das Gesetz der zeitlichen Veranderung. 
Die Zeitgesamtheit. § 10. Kinetische Energie und Coulombsche Kraft in der 

relativistischen Quantenrnechanik. - Mathematischer Anhang. 

Einleitung und Zusammenfassung. 

In der Quantenmechanik kann man zwei Fra.gen deutlich voneinander 
trennen: 1. Wie komme ich zu der Matrix, der Hermiteschen Form, 
welche eine gegebene GroJ3e in einem seiner Konstitution nach bekannten 
physikalischen System reprasentiert'? 2. Wenn einmal die Hermitesche 
Form gewonnen ist, was ist ihre physikalische Bedeutung, was fiir physi
kalische Aussagen kann ich ihr entnehmen? Auf die zweite Frage hat 
v~ Neumann in einer kiirzlich erschienenen Arbeit * eine klare und 
weitreichende Antwort gegeben. Aber sie spricht noch nicht alles aus, 
was sich dariiber sagen laJ3t, umfailt auch nicht alle Ansatze, die bereits 
in der physikalischen Literatur mit Erfolg geltend gemacht worden sind. 
Ich glaube, dail ich in dieser Hinsicht zu einem gewissen A.bschluil gelangt 
bin durch die A.ufstellung des Begriffs des reinen Falles**. Ein reiner 
Fall von Atomen z. B. liegt dann vor, wenn der betrachtete Atomschwarm 
den hOchsten Grad von Homogenitat besitzt, der sich realisieren la.6t. 
Der monochromatische polarisierte Lichtstrahl ist ein Beispiel aus anderem 
Gebiet. Der reine Fall wird reprasentiert durch die Vari a bl en der 
Hermiteschen Form; die Form selber gibt Aufschluil dariiber, welcher 
Werte die durch sie reprasentierte Gro13e fahig ist, und mit welcher 
Wahrscheinlichkeit oder Haufigkeit diese Werte in irgend 

* Mathematische Begriindung der Quantenmechanik, Nachr. Gesellsch. d. 
Wissensch. Gottingen 1927, S. 1. 

** Wie mir Herr v. Neumann mitteilt, ist auch er inzwiscben zur Auf
stellung dieses Begriffs gelangt [Zusatz bei der Korrcktur). 

Zeitschri:ft fiir Physik. Bd. <l6. 1 
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2 H. Wey!, 

einem vorliegenden reinen Fall angenommen werden. Auf diese 
Theorie des reinen Falles grlindet sich erst die Statistik der Gemenget 
v. N eumanns Ansatz bezog sich lediglich auf eine bestimmte Frage in 
diesem Gebiet. 

Der II. Teil handelt von der tiefer greifenden Frage 1. Sie hangt 
aufs engste zusammen mit der Frage nach dem Wesen und der richtigen 
Definition der kanonischen Variablen. Ein Versuch in dieser Rich
tung, der das Problem erst in seiner wahren Allgemeinheit hervortreten 
lie.13, ist von Herrn Jordan unternommen worden *. Doch enthalten 
seine Entwicklungen eine ernstliche Lucke - indem aus seinen 
Definition.en und Axiomen nicht hervorgeht, da.13 einer Funktion f (q) der 
Lagekoordinaten q diejenige Matrix f (Q) zugeordnet ist, die nach dem 
gleichen Funktionsgesetz aus den q reprasentierenden Matrizen Q gebildet 
ist; geschweige denn, da.13 etwas Derartiges fiir Flmktionen der Lage- und 
Impulskoordinaten geleistet wiirde. Ohne einen solchen Zusatz ist aber 
sein Schema inhaltsleer. Au.13erdem ist seine Fassung des Begriffs der 
kanonischen Variablen mathematisch unbefriedigend und physikalisch 
nicht haltbar. Hier glaube ich mit Hilfe der Gruppentheorie zu einer 
tieferen Einsicht in den wahren Sachverhalt gelangt zu sein **. Der innere 
prinzipielle Grund fiir die kanonische Paarung tritt dadurch deutlich 
hervor, die sich einstellt, wenn die zugrunde liegende Gruppe eine kon
tinuierliche ist; aber der Ansatz umspannt zugleich die diskreten Falle 
wie das magnetische Elektron (Vierergruppe), wo von einer kano
nischen Paarung verniinftigerweise nicht mehr die Rede sein kann. Im 
kontinuierlichen Gebiet mache ich gegeniiber dem differentiellen den 
integralen Standpunkt geltend, indem ich tiberall die infinitesimale 
Gruppe, an welche die Formulierung bisher sich klammerte, durch die 
volle kontinuierliche Gruppe ersetze. Der Ubergang zu Schrodingers 
W ellengleichungen la.13t sich dann in aller Strenge vollziehen. Als 
weiteren Erfolg meines Ansatzes mochte ich anfiihren, daB er gestattet, 
den Funktionalausdruck einer Gro.13e wie etwa der Energie durch die 

* fiber eine neue Begriindung der Quantenmechanik, ZS. f. Phys. 40, 809, 
1927; 44, 1, 1927. Vgl. fe.rner P.A. M. Dirac, Proc. Royal Soc. (A) 113, 621, 
1927, und D. Hilbert, J. v. Neumann, L. Nordheim, fiber die Grundlagen 
der Quantenmechanik, Math. Ann. 98, 1, 1927. 

** Diese Verkniipfung mit der Gruppentheorie liegt in ganz anderer Richtung 
als die Untersuchungen von Herrn Wigner, die erkennen !assen, da.B die Struktur 
der Spektren nach ihrer qualitativen Seite hin durch die bestehende Symmetrie
gruppe bestimmt ist (mehrere Arbeiten in der ZS. f. Phys. 40, 492 und 883; 43, 
624, 1926/1927). 
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kanonischen Variablen nach einer eind eutigen Vorschrift auf die Matrizen 
zu iibertragen, um was fur Funktionen es sich auch handeln mag; wahrend 
die bisherige Fassung sich ernstlich nur auf Polynome bezog und auch 
dann noch dahingestellt bleiben muJ3te, ob man ein Monom wie p 2 q im 
Matrizenkalkiil als p2 q oder qp2 oder p qp oder als eine Kombination 
von dem alien zu interpretieren hatte. 

Die Durchftihrung konkreter Falle verlangt die Losung des dyna
roischen Problems. Das ist wohl im Grunde die Aufgabe, unter den 
Gri:i.13en des Gruppengebiets diejenigen zu ermitteln, welche den gemessenen 
Ort und die gemessene Zeit bedeuten. Hier liegt ein Schema bisher nur 
fiir den Fall vor, da.B die Zeit als einzige unabhangige Veranderliche 
auftritt (Ausschlul3 der Feldtheorie) und dal3 die Zeit auch nur als unab
hiingige Variable, nicht als reale Zustandsgrl:i.13e vorkommt (Ausschlu.13 
der eigentlichen Relativitatsmechanik). Dennoch la.llt sich wenigstenR 
der relativistische Ansatz der kinetischen Energie ohne weiteres in die 
Quantenmechanik iibertragen. Ich behandle diese Dinge im letzten 
Kapitel mehr zur Illustration der allgemeinen Theorie. Die Analoga der 
Schrodingerschen Schwingungsgleichungen sind dabei keine eigent
lichen Differentialgleichungen, sondern an Stelle der gewohnlichen 
Differentiation treten differentiationsartige Prozesse. 

Uber die benotigten mathematischen Begriffe und Tatsachen babe 
ich in eingeschobenen Absatzen kurz referiert. In einem Anh ang sind 
die wiehtigsten mathematischen Fundamente der Theorie durch Beweise 
gestiitzt worden. Dem physikalischen Leser hoffe ich damit mehr zu 
dienen als mit Hinweisen auf die mathematische Literatur, die ihm das 
bier Erforderliche meist nur in Verschlingung mit anderen, ihn nicht 
interessierenden Dingen bietet. 

J. Teil. Bedeutung der Reprasentation von physikalischen 
Gro.f3en durch Hermitesche Formen. 

§ 1. Mathematische Grundbegriffe, die Hermiteschen 
Formen betreffend. Die in der Uberschrift angekiindig.ten Grund
begriffe und -tatsachen stelle ich bier in der Nomenklatur der mehr
dimensionalen analytischen Geometrie kurz zusammen. Das Abweichende 
von der gewl:ihnlicben n-dimensionalen Geometrie liegt darin, da.B die 
Komponenten der Vektoren 

(1) 

l* 
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nicht nur reelle, sondern beliebige komplexe Zahlen sein konnen, und 
daJ3 als Quadrat des Betrages eines Vektors dementsprechend die 
"Hermitesche Einheitsform" 

(2) 

der Metrik zugrunde liegt (der Querstrich bedeutet den Ubergang zur 
. konjugiert komplexen Zahl). Vektoren (1) werden in der iiblichen Weise 

mit Zahlen multipliziert und addiert. Sie bilden eine n-dimensionale 
lineare Mannigfaltigkeit, den Vektorraum oder Vektorkorper »t11 ; d. h· 
es lassen sich auf mancherlei Art n Vektoren ef, e:, ... , e: so auswahlen, 
da13 jeder Vektor ~ auf eine und nur eine Weise in der Form 

~ = xf ef + x: e~ + · · · + x! e: 
sich darstellen lal3t. Wird z. B. et als der Vektor ei = (0, 0, ... , 1, 0, ... , 0) 
gewahlt (1 steht an i-ter Stelle), so fallen die "Komponenten xi von ~ 
in bezug auf das Koordinatensystem (eT, e~, ... , e:)" mit den ,,absoluten 
Komponenten" xi zusammen. Ein Koordinatensystem, in welchem das 
Quadrat des Betrages von ~ sich durch die Komponenten xi des will
kiirlichen Vektors ~ mittels der Formel (2) ausdriickt, heiBe normal. 
Alle normalen Koordinatensysteme sollen als gleichberechtigt 
gel ten, das durch unseren arithmetischen Ausgangspunkt bedingte spezielle 
Koordinatensystem (e1) soll unter ihnen seine ausgezeicbnete Stellung ver
lieren. In Zukunft bedeutet daher auch ei ein beliebiges normales Ko
ordinatensystem, xi die darauf beziiglichen Komponenten des Vektors ~. 
Die Formeln fiir den Ubergang vom Koordinatensystem ei zu einem 
anderen e~ lauten allgemein: 

e; = S eik ekt xk = S eik x~. (3) 
k i 

Die Bedingungen, welche die Koeffizienten eik erfiillen miissen, damit 
eine "unitare Transformation" vorliegt, welche zwischen zwei nor
malen Koordinatensystemen vermittelt, sind leicht aus der Definition zu 
ermitteln und entsprechen genau den .aus der elementaren analytischen 

Geometrie gelanfigen. Wenn wir mit E die Matrix II e,k II bezeichnen 
und der * das Transponieren einer Matrix, die Vertauschung von Zeilen 
und Spalten bedeutet, 1 aber die die Identita.t darstellende Einheitsmatrix, 

so lauten sie: 

EE*= E*E = 1. 

Die Formeln (3) oder, wie ich jetzt lieber schreiben will: 

xic = ::S e1k xi (4) 
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haben hekanntlich noch eine zweite Bedeutung; sie stellen, unter Zu
grundelegung des festen normalen Koordinatensystems der ei, eine uni tare 
Abbildung des Vektorraumes auf sich selber dar, vermoge deren 
dem Vektor i: = ~ xi e1 der Vektor i:' = ~ xi ei zugeordnet wird. Ich 
bezeichne diese Abbildung kurz mit ~· = ~ E. Dann driickt sich die 
Zusammensetzung zweier Abbildungen 

i:' = i: E, ~II = ~· E' 

naturgema.B durch ~" = ~(EE') aus - E, E' folgen sich von links nach 
rechts, wie wir zu lesen gewohnt sind -, und man befindet sich in 
Einklang mit der iiblichen Festsetzung des :Matrizenkalkiils, nach 
welcher aus 

E = II eik II• E' = II eik II 
durch Romposition die Matrix EE' mit den Koeffizienten 

entsteht. Der geometrische Standpunkt kommt darauf hinaus, da.B wir 
im Vektorraum nur solche Verhaltnisse studieren, welche invariant sind 
gegeniiber beliebigen unitaren Abbildungen. Es ist noch bequem, neben (2) 
das skalare Produkt (PJ) zweier Vektoren ~ und ~ durch 

(~ ~) = X1Y1 + X2Y2 + ··· + XnYn 

einzufiihren. (~i:) ist das Konjugierte zu (~~). :Man wird zwei Vektoren 
senkrecht aufeinander nennen, wenn ihr skalares Produkt verschwindet. 

Zwei von 0 verschiedene Vektoren gehtiren demselben Strahl an, 
wenn der eine aus dem anrleren durch Multiplikation mit einer (kom
plexen1 von 0 verschiedenen) Zahl hervorgeht. Ein Strahl kann ein
deutig bezeichnet werden durch einen ihm angehtirenden Vektor ~ vom 
Betrage 1 (Einheitsvektor). Aber dieser ist seinerseits durch den Strahl 
nicht eindeutig bestimmt, sondern an Stelle von ~ kann mit gleichem 
Recht jeder Vektor E i: treten, de1· aus ihm durch Multiplikation mit einer 
beliebigen Zahl E vom absoluten Betrage 1 hervorgeht. Das ist wesent
lich anders als im gewohnlichen Raum, wo nur die Doppeldeutigkeit 
eines Vorzeichens + 1 iibrigbleibt. Fasse ich eine unitare Abbildung (4) 
auf nicht als Abbildung des V.:ktor-, sondern cles Strahlenkorpers (homo
gener Standpunkt), so soil sie kurz eine Drehung hei13en. E und E' 
stellen dieselbe Drehnng dar: E!::::!...E', wenn E' =ER ist; E bedeutet 
dabei, wie im folgenden stets, einen Zahlfaktor vom Betrage 1. 
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Eine Hermitesche Form ist eme Funktion des willkiirlichen 
Vektors ~ = (xi) von der Gestalt* 

n 

.A(~) = ~ aikXiXki 
i, k=l 

(5) 

deren Koeffizienten ai k die Symmetriebedingung 

aki = aik oder A* = A (6) 

erfiillen. Mit .A bezeichne ich zugleich die Koeffizientenmatrix ll aik II in 
dem gerade benutzten Koordinatensystem. Wieder ist es zweckmallig, 
damit die zugehorige bilineare Bildung zu verkntipfen: 

A(~,9) = ~ aikXtYk· 

Es ist zufolge der Symmetriebedingung 
---

A (9, ~) = .A (~, 9), 
und das ist ihre von der Wahl des Koordinatensystems unabhangige 
Schreibweise. Insbesondere gilt A(~) = A(~), d. h. die Werte der 
Hermiteschen Form sind reell; ihr Wert andert sich nicht, wenn der 
Argumentvektor ~ ersetzt wird durch s ~· Mit jeder Hermiteschen 
Form .A ist in unitar- invarianter Weise die Abbildung ~· = ~A ver
kniipft, welche dieselbe Koeffizientenmatrix besitzt. Die invariante Natur 
der Verkntipfung geht daraus hervor, da.6 die Abbildung einem Vektor ~ 
denjenigen ~, zuordnet, der identisch in 9 die Gleichung erfiillt: 

(~'~)=A(~~). 

Die Grundtatsache ftir Hennitesche Formen ist der Satz von der 
Hauptachsentransformation: Rin normales Koordinatensystem ei kann 
zu A so gewahlt werden, daLl in ihm 

(7) 

wird. Die Eigenwerte a1 , a2 , ••• , an sind eindeutig durch die 
Hermitesche Form bestimmt (nattirlich nur bis auf die Reihenfolge). 
Was die zugehorigen Hauptachsen oder Eigenvektoren ei betrifft, 
so steht es mit ihnen in Hinsicht der eindeutigen Bestimmtheit folgender
ma.6en. Seien etwa die Eigenwerte av a 2, a 3 einander gleich, = a, und 
von den iibrigen verschieden. Dann gehort zum Eigenwert a der von 
den Grundvektoren e1, e2, e8 aufgespannte dreidimensionale Eigenraum 9l (a), 
der aus allen V ektoren ~ von der Gestalt x1 e1 + x2 e2 + x3 e3 besteht; in 
ihm ist (e11 e2, e3) ein normales Koordinatensystem. Die zu den 

* Formen und Matrizen werden stets mit gro.Ben lateinisehen Buehstaben 
bezeichnet. 
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numerisch verschiedenen Eigenwerten a', a", ... gehorigen Teil
raum*" m (a'), m (a"), ... , die gegenseitig aufeinander senkrecht stehen, 
sind durch A eindeutig determiniert; in jedem von ihnen kann aber das 
normale Koordinatensystem wil1kiirlich gewahlt werden. Das letzte 
bedeutet in dem angenommenen Beispiel, da!3 x1, x2, x3 untereinander noch 
einer beliebigen unitaren Transformation unterworfen werden konnen, 
-0hne da.13 die N ormalf orm (7) zerstort wird. 

Zwei Hermitesche Formen A, B lassen sich dann und nur dann 
simultan auf Hauptachsen transformieren, wenn die Koeffizienten
roatrizes vertauschbar sind: AB = BA. Ein entsprechender Satz gilt 
fiir mehr als zwei Hermite sche Formen, ja fiir irgend eine endliche oder 
unendliche Gesamtheit solcher Formen. 

§ 2. Der physikalische Begriff des reinen Falles. Ich 
exemplifiziere am Beispiel des magnetischen Elektrons, ":eil hier sehr 
einfache, aber vom klassischen Standpunkt paradoxe Verhliltnisse vor
liegen. Nach der Annahme von Goudsmit und Uhlenbeck, die sich 
seither bestens bewahrt hat, mu.f3 man dem Elektron ein eigenes Impuls
moment zuschreiben, dessen Komponente ox in einer beliebigen Richtung, 
etwa der x-Richtung, nur der beiden W erte + 1 und - 1 fahig ist, wenn 
h/4n als Einheit zugrunde gelegt wird. Man kann si.ch vorstellen, da.f3 aus 
einem gegebenen Elektronenstrom, durch ein Verfahren analog dem be
kannten Stern-Gerlachschen Experiment zum Nachweis der Richtungs
quantelung bei Atomen, der Schwarm derjenigen Elektronen ausgesondert 
wird, fiir welche Oz den Wert + 1 hat. Die Elektronen dieses Schwarms ®x 
mogen keine Storung erfahren, so dal3 fiir sie alle dauernd mit Sicher
heit 0.1: den Wert + 1 besitzt. In einem solchen Elektronenschwarm 
haben wir (wenn wir noch von Ort und Geschwindigkeit der Elek
tronen abstrahieren) einen "rein en Fall" vor uns: er ist von einer 
inneren Homogenitat, die prinzipiell nicht mehr gesteigert werden kann. 
Denn alle physikalischen Fragen, welche sich sinnvoll mit Bezug auf ihn 
stellen lassen, finden eine von vornherein ange bbare numerisch 
bestimmte Antwort. Solche Fragen sind allein die folgenden: Ist r 
irgend eine Richtung, mit welcher Wahrscheinlichkeit hat fiir ein E1ek
tron des ®x-Schwarms die Gro13e Or den Wert + 1 oder - 1? Die 
numerisch bestimmte Antwort lautet: Wenn .()- der Winkel ist, den die 
r- mit der x-Richtung bildet, so sind die beiden Wahrschein]ichkeiten bzw . 

.()-= cos2
-
2 

und 
• 2 .()

= Sln -· 
2 
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Die Wahrscheinlichkeit ist als Haufigkeit im Elektronenschwarm zu ver
stehen; sie wiirde sich, wenn mit dem Schwarm das Aussonderungs
experiment in der r-Richtung vorgenommen wiirde, in dem Stii.rke
verhaltnis der beiden Teilstrahlen bekunden *. Hil.tten wir am Anfang statt 
der x- eine andere, die x'-Richtung zugrunde gelegt, so batten wir einen 
anderen reinen Fall, den Elektronenschwarm @5z' bekommen. In ihm 

hat <Jr mit der Wahrscheinlichkeit cos9 ~· den Wert + 1, mit der Wahr-

scheinlichkeit sin9 ~, den Wert -1, wenn fr'= 4. (r, x') ist; insbesondere 

hat <Jx• mit Sicherheit den Wert + 1. Dieser reine Fall ist von dem 
ersten verschieden, weil die gleichen physikalischen Fragen bier andere 
numerische Antworten finden. Es gibt so viele verschiedene reine Fiille, 
wie es verschiedene Richtungen x gibt. Wir konnen aus solchen reinen 
Stromen @5z, @5z'' ••• Mischungen in irgend einem Verhaltnis herstellen. 
Die Haufigkeit, mit welcher in einem solchen Mischstrom ein <Jr = + 1 
oder - 1 ist, hangt von dem Mischungsverhaltnis ab. Wir sind bier 
umgekehrt darauf angewiesen, aus den experimentell beobachteten Haufig
keiten Schliisse auf die Konstitution des Mischstromes zu ziehen. Der 
Unterschied zwischen reinem Fall und Mischung, den ich hier aufstelle, 
ist analog zu den biologischen Begriffen der "reinen Linie" (innerhalb 
der reinen Linie gelten die Mendelschen Vererbungsgesetze) und der 
"Population" (auf welche sich die Gesetze von Gal ton bezogen). Hier 
wie dort ist es eine wichtige Aufgabe der Experimentierkunst, reine 
Linien zu isolieren. Die Unterscheidung: Theorie der reinen Falle 
einerseits, Statistik der Gemenge andererseits, scheint mir fundamental fur 
die richtige Erfassung des Sinnes der Quantenmechanik. 

An dem 'fatbestand, die Elektronenschwarme betreffend, wie er 
bisher beschrieben wurde, ist nicbts Paradoxes. Statt vom Schwarm 
spreche ich in Zukunft vom einzelnen Elektron und demgemall von Wahr
scheinlichkeit statt von Haufigkeit. Etwas Paradoxes liegt erst in der 
Aussage, daJ3 <1z die Komponente eines gewissen Vektors, des Impuls
momentes, in bezug auf die x-Richtung ist. Denn dies involviert doch, 
wenn wir ein rechtwinkliges Koordinatensystem x y z im Raume ein-

* Obwohl also 6z noch wieder zerlegt werden kann, sind doch die so ent· 
stehenden Teilstrahlen nicht homogener als 6z selbst. Das 1st genau wie bei 
einem Lichtstrahl, der <lurch zwei gegeneinander verdrehte Nicols hindurch
gegangen ist: er ist von derselben Beschaffenheit wie Licht, das nur durch den 
sweiten Nicol hindnrchging. 
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fiihren und die willk:iirliche Richtung r die Richtungskosinus a, b, c hat, 

die Gleichung 
(8) 

Wie vertriigt sich das mit dem Umstand, daB <ir so gut wie <iz, oy, 6 11 nur 
der Werte + 1 fahig ist? Aber in einem vorliegenden reinen Fall haben 
die hier auftretenden Gro13en iiberhaupt keine mit Sicherheit angebbaren 
W erte, so da.13 zunachst der Sinn der Gleichung (8), wenn er in der 
iiblichen Weise auf die Werte der physikalischen Gro13en bezogen werden 
soil, ganz im Leeren hii.ngt. Sie wird einen Inhalt erst gewinnen, wenn 
wir die physikalischen Grii.Ben <lurch sole.he mathematische Entitaten 
darstellen, welche Multiplikation mit reellen Zahlen und Addition unter
einander zulassen. - Und was soll es zweitens hei.Ben, da.13 dieser Vektor 
mit den Komponenten '1z 1 '1y, 6 11 ,,Impulsmoment" ist? Damit wird 
offenbar ein bestimmtes Verhalten dieser Gro.13en gegenliber einem das 
Elektron einbettenden Magnetfeld (Hz, Hy, H 11) ausgesagt. Wenn wir 
uns das Elektron ganz naiv als ein rotierendes Kiigelchen vorstellen, in 
welchem das Verhaltnis von Ladungs- und Massendichte liberall konstant 
ist, so ergibt sich in der Hamiltonschen Energiefunktion die Halfte 
des Terms 

(9) 

eh 
<lessen Faktor f" = 

4 
das Bohrsche Magneton ist (e Ladung 

nmc 
m Masse des Elektrons, c Lichtgeschwindigkeit). Der spektroskopische 
Erfolg der Annahme von Goudsmit und Uhlenbeck beruht bekanntlich 
darauf, da.f.l fiir das Elektron der Ausdruck (9) ohne den Faktor 1/ 2 als 
giiltig betrachtet wird. Wieder ist es notig, den Sinn eines Rechen
ausdrucks wie (9) zu verstehen, der die Addierbarkeit der GrBJ3en 6 

vorausse.tzt; darliber hinaus mu.13 aber erkannt werden, in welcher Weise 
die Hamiltonsche Energiefunktion das dynamische Geschehen bestimmt. 

§ 3. Die physikalische Bedeutung der reprlisentierenden 
Hermiteschen Form. Der Kalktil der Hermiteschen Formen ent
spricht in rechnerischer Hinsicht allen Anforderungen, welche sich ans 
dem eben entwickelten Programm ergeben. J ede physikalische Grtllle 
wird reprasentiert durch eine Hermitesche Form, alle physi
kalischen Gro.13en an demselben System durch Hermitesche 
Formen der gleichen Variablen xi. Es ist der schwierigere Teil 
der Physik, die Regeln ausfindig zu machen, nach denen man zu einer 
physikalischen Gro.Be die reprlisentierende Form und ihre Matrix findet. 
Hier soil zunachst nur davon die Rede sein, was diese :Matrix physikalisch 
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bedeutet. Ich nehme dabei die Dimensionszahl n des Vektorraums, die 
Zahl der Variablen xi endlich, obschon sie in den meisten Fallen un
endlich groJ3 ist. Alles Gesagte lli13t sich aber analogisch auf den un
endlich dimensionalen Vektorraum iibertragen. Im oben besprochenen 
Beispiel des Elektrons ist, wie sich zeigen wird, n = 2. 

Der einzelne reine Fall wird <lurch einen Vektor t vom 
Betrage 1 in unserem n-dimensionalen Vektorraum gege hen, 
die einzelne physikalische GroJ3e a; wird reprasentiert durch eine 
Hermitesche Form A in diesem Raume. Mittels Einflihrung eines 
geeigneten normalen Koordinatensystems e1, e2, •.• , en bringe man A (t) 
auf Hauptachsen: 

A (t) = a1 x1 x1 + a2 xll x2 + · · · + an Xn Xn 

(t = X1 e1 + X~ll2 + ··· + Xnen)· (10) 

Die Eigenwerte a1 , a2 , ••• , an bedeuten die Werte, deren die 
physikalische GroJ3e a; iiberhaupt fahig ist; die Zahlen I x1 12, 

! x2 !2, ••• , I Xn 12 bedeuten die Wahrscheinlichkeiten W(t), mit 
denen in dem reinen Fall t diese Werte angenommen werden. 
Ihre Summe ist = 1, weH t ein Vektor vom Betrage 1 ist. Der zweite 
Teil der Aussage erfordert noch eine gewisse Prazisierung fur den Fall, 
daB mehrere Eigenwerte gleich sind. Sei etwa wieder a1 = a2 = a3 =a 
von den iibrigen Eigenwerten verschieden; dann gehOrt zu dem Eigen
wert a der dreidimensionale Eigenraum 9l (a), der durch die Vektoren e1, 

e2, e3 aufgespannt wird. Die Wahrscheinlichkeit, mit welcher die pbysi
kalische GroJ3e OG in dem reinen Fall t den Wert a annimmt, ist dann 

= j x1 12 + I x2 j2 + I x3 j
2

, d. i. gleich dem Quadrat des Betrages der senk
rechten Projektion des Vektors t auf den Eigenraum m (a). Es ist 
wesentlich zu bemerken, daJ3 mit den Eigenraumen auch die in ihnen 
liegenden Projektionen des gegebenen Vektors t durch die Form A ein
deutig bestimmt sind. GemaJ3 den Wahrscheinlichkeiten, mit denen die 
·werte ai angenommen werden, ist der ·wert A (t) der Hermiteschen 

Form selber der Mittelwert der GroJ3e a; im reinen Fall t· 

Da alle Aussagen fiber den reinen Fall t numerisch ungeandert 
bleiben, wenn t <lurch ct ersetzt wird, darf zwischen ihnen nicht unter
schieden werden. Dem reinen Fall entspricht also nicht eigent
lich der Vektor, sondern der Strahl; wir haben nicht im Vektor-, 
sondern im Strahlkorper zu operjeren. Dieser Umstand wird erst im 
zweiten Teil seine fundamentale Bedeutung enthlillen. 
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Es ist klar, daf3 man Hermitesche Formen addieren und daJ3 man 
sie mit reellen Zahlen multiplizieren kann, ohne dadurch aus ihrem Be
reich herauszutreten. Die kalkulatorischen Anforderungen, die wir am 
Schlu.f3 von § 2 erhoben, sind erfiillt. 

W enn die W erte, deren die physikalische Gri:iJ3e a flihig ist, sehr 
dicht liegen oder gar eine kontinuierliche Skale bilden, wird man nicht 
fragen nach der W ahrscheinlichkeit, mit welcher sie einen bestimmten 
Wert annimmt, sondern mit der sie in ein bestimmtes Wertintervall 
a < rx < a' hineinfallt. Nach unserer Anweisung haben wir dann im = - -
Hauptachsensystem diejenigen Eigenvektoren ei aufzusuchen, deren zu-
gehOrige Eigenwerte ai in jenes Intervall hineinfallen; sie spannen den 
Teilraum m~' auf. Die gesuchte Wahrscheinlichkeit ist die auf diesen 
Teil der Indizes i sich erstreckende Summe 

(ll) 

<ler quadrierte Betrag der senkrechten Projektion des den remen Fall 
darstellenden Vektors ~ auf den Teilraum m~'. Die Formen ( 11) sind 
es, welche v. Neumann a. a. 0. als "Einzelformen" E~' einfiihrte. 

Liegen mehrere Gro.6en a, f3, ... vor, deren zugehi:irige Hermite
sche Formen vertauschbare Koeffizientenmatrizes besitzen, so lassen 
sie sich alle simultan <lurch Einfiihrung eines geeigneten normalen 
Koordinatensystems ei auf Hauptachsen transformieren. Die korrespon
<lierenden Eigenwerte zu ei: mi:igen ai:, bi, ... heiJ3en. ~ = ei stellt einen 
reinen Fall vor, in welchem jede der betrachteten Gro/Jen mit Sicherheit 
einen bestimmten Wert hat, namlich rx den Wert ai:, f3 den Wert bi usw. 
Die klassische Physik nimmt an, da.6 es sich filr alle Gri:i.f3en so verhalt, 
und sie laJ3t nur die reinen Falle e1, e1l' •.. , en, die besonders aus
gezeichnet sind und in denen alle Gri:i.l.len einen bestimmten Wert haben, 
als reine Falle zu und faJ3t die anderen bereits als Gemenge von ihnen 
auf. S6bald aber zwei physikalische Gro.l.lP.n auftreten, deren Matrizes 
nicht vertauschbar sind, entfallt diese Mi:iglichkeit: In einem reinen 
Falle, in welchem die erste Grof3e einen mit Sicherheit angebbaren Wert 
hat, bestehen fiir die W erte der zweiten Gri:il3e nur W ahrscheinlichkeiten. 
Das ist in Einklang mit Heisenbergs Anschauungen, wie er sie kiirz
lich in dieser Zeitschrift (43, 172, 1927) entwickelte. 

Im Beispiel des Elektrons ist n = 2, weil jede Gro.l.le nur 
zweier W erte fahig ist. U nter. Verwendung eines bestimmten normalen 
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Koordinatensystems e1, e2 lauten die den Gro.13en oz, oy, Oz entsprechenden 
Matrizen * 

Sz = II ~ - ~ I/, Sy= II ~ ~ II' Bz = II ~ i i "' (l
2

) 
oder als Hermitesche Formen geschrieben: 

!J\ a\ - X2X21 xl X2 + X9a\, i (xl X2 - X2X1)· 

Jede von ihnen, ja auch das zu einer beliebigen anderen Richtung r mit 
den Richtungskosinus a, b, c (a2 + b2 + c2 = 1) gehorige 

sr=asz+bsv+csz=ifa,. b+icff c1a) 
11 b-ic, -a 

hat die Eigenwerte + 1. Der reine Fall, bei welchem Oz mit Sicherheit 
den Wert + 1 hat, ist durch den Vektor e1 gegeben. Im reinen Fall 
~ = (a\, x2) sind die Wahrscheinlichkeiten fur '1z = + 1 bzw. gleich 
I x1 j

2
, j xll 12• Wir suchen eine Richtung r auf, deren zugehOriges Cir in 

diesem Falle mit Sicherheit den Wert + 1 hat, d. h. fiir welche der 
Vektor (x1 , x2) in die zum Eigenwert + 1 gehorige Hauptac~se von 
Sr fallt: 

ax1 + (b + ic)x2 = x11 

(b - ic) X1 - a X2 = X9· 
Daraus ergibt sich 

x1 : x9 = b + ic: 1 - a = 1 + a: b - ic. 

a ist der Kosinus des Winkels -8' zwischen der r- und der x-Richtung. 
Wir finden 

I X1 12: I Xi 12 = b2 + ell : (1 - a)2 = 1 - a2: (1 - a)ll, 

= 1 + a : 1 - a = cos2 ! : sin2 
: • 

§ 4. Statistik der Gemenge. Liegt ein Gemenge vor, in welchem 
der reine Fall ~ mit der relativen Starke v~ vertreten ist, ;8v& = 1, so 
ermitteln sich die in ihm stattfindenden W ahrscheinlichkeiten W off en bar 
durch Summation uber die den einzelnen reinen Fallen ~ zugehOrigen 
Wahrscheinlichkeiten W(~) in der Form 

W = ::2 vl W(~). 
& 

Darin liegt keinerlei neuer Ansatz. W enn das Gemenge em ganzes 
Kontinuum rein.er Falle enthalt, verwandeln sich die Summen in In
tegrale. 

* W. Pauli jr., Zur Quantenmechanik des magnetischen Elektrons, ZS. f. 
Phys. 43, 601, 1927; P. Jordan, ebenda 44, 21ff., 1927. 
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Wenn wir nur wissen, welche reinen Falle .r in einem Gemenge 
vertreten sind - sie werden ein gewisses Gebiet @ des Strahlenkorpers 
ausfiillen -, werden wir der Statistik die Annahme zugrunde legen, da.6 
innerhalb @ a.Ile ~ gleichberechtigt sind. Diese Annahme ist moglich 
und hat einen klaren Sinn, weil der .r-Raum als metrischer Raum ein 
natiirliches Volumenmall triigt. Solche Gemenge entstehen namentlich 
durch Storungen, z. B. durch die Warmebewegung und die Zusammenstolle 
der Partikeln, auf welche sich die W ahrscheinlichkeitsf eststellungen be
ziehen. Zunachst ist bei Mittelung iiber den ganzen Strahlen

korper 

Die Klammer ( > bezeichnet den Mittelwert. Danach ist der Mittelwert 
der durch die Form (5) dargestellten Gro.6e ~, wenn iiber die auf
tretenden reinen Falle gar nichts bekannt ist, 

1 
= -(a11 + a22 + "' + ann)· n 

Die Summe der Glieder in der Hauptdiagonale, die Spur der Hermite
schen Form, stellt sich iibrigens dadurch als eine Invariante gegeniiber 
unitaren Transformationen heraus. 

Ein weiteres Problem dieser Art ist das folgende: ~ und (3 seien 
zwei bzw. durch A und B repritsentierte Gr?J.len. Ich fiihre die beiden 
aus den Eigenvektoren ei und ef von A bzw. B bestehenden normalen 
:K.oordinatensysteme ein: 

.A(.r) = :S aixix1, B(.r) = :2 bixtxt (.r = :2 xiei = :S xtet), 
i i 

und die uni tare Transformation, welche zwischen ihnen vermittelt: 

x: = ~tikXi· 
i 

Es sei bekannt, dall die GroJ.le ~ sicher in den Grenzen a < a < a' 
liegt; gefragt ist nach der W ahrscheinlichkeit W, mit welcher die 
Grolle (3 in den Grenzen b < (3 < b' liegt. Von den Eigenwerten 
der Form A mogen etwa a1 , a2 , •• ., ae dem Intervall a, a' angehoren, 
wahrend b1, b9, ••• , b11 die Eigenwerte der Form B sind, welche sich 
zwischen b und b' finden. Dadurch, daJ.l wir wissen, a liegt mit Sicher
heit zwische:n a und a', ist es ausgeschlossen, daf3 a einen von a1, a2, ••• , ae 
verschiedenen Eigenwert annimmt; die damit vertraglichen reinen 
Falle sind diejenigen, fiir welche xe+ 1 = · .. = Xn = 0 ist, sie gehoren 
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dem von ev e2, .• ., e(! aufgespannten Teilraum m~' an. Der ins Quadrat 
erhobene Betrag der senkrechten Projektion eines beliebigen Vektors ~ 
auf diesen Teilraum ist gegeben durch die Einzelform 

(14) 

Die W ahrscheinlichkeit, mit der in einem reinen Fall ~ die Gro.Be p 
einen der Werte b1 , bl!, .. ., bu annimmt, ist andererseits gegeben durch 
die Einzelf orm 

CT n a 

Fg' = :::8 xtxt = ~ fikxixk; fik = ~ tiJk8· 
i=l i, k=l 8=1 

N ach unserer Anweisung hat man in F~' alle Variablen xi au13er den 
ersten Q gleich Null zu setzen und dann iiber den Teilraum m~' zu 
mitteln. Dabei ist 

- { 1fo (fiir i = k < Q) (xixk> = -
0 (fiir alle anderen Paare i, k) 

oder 
- 1 

(xix0 = - eki (i, le = 1, :.:3, ••• , n). 
Q 

So kommt 
l{l ln 1{' a 

W = - :Sfrr = - :8 fikeki = - :8 :8 \tr8\2
. 

Q r=1 Q i,k=I Q r=l s=1 

Halt man das Intervall aa' fest und will nur die relativen Wahrschein
lichkeiten miteinander vergleichen, die verschiedenen Intervallen b b' ent-

1 
sprechen, so kann man den konstanten Faktor - weglassen. Die Summe 

, , Q 
rechts ist die Spur von E~ F~. Weil einer Hermiteschen Form die 
Abbildung mit derselben Koeffizientenmatrix unitar-invariant assoziiert 
ist, hat neben der Spurbildung auch die Zusammensetzung der Matrizen 
von Hermiteschen Formen einen invarianten Sinn. Infolgedessen ge
ntigt es, die Einzelformen E~', Fr in ir.gend einem normalen Koordi

natensystem zu kennen, um daraus die gesuchten relativen Wahrschein
lichkeiten vermittelst der Formel 

a' b' W = Spur (Ea . F b) 

zu finden. Diese Art von Fragen Uber Gemenge zieht v. Neumann 
a. a. 0. allein in Betracht. Sein Schlu.Bresultat ist mit unserem natiirlich 

inhaltlich identisch, aber seine Formel ist komplizierter. In der ganzen 
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Betrachtung kann u <lurch mehrere Gro13en ersetzt werden, die simultan 
beobachtbar sind, deren Hermitesche Formen sich also simultan auf 
Hauptachsen bringen lassen, desgleichen /3. 

Erst bei solchen Fragen iiber Gemenge spielt die Statistik eine 
Rolle, welche "relativ ist auf unsere Kenntnis und Unkenntnis", wie 
Laplace sagt, oder auf Storungen, die man nicht im einzelnen verfolgen 
will, obwohl sie sich, wenigstens prinzipiell, verfolgen lie13en. Die Wahr
scheinlichkeit, von der in den reinen Fallen die Rede ist, hat hingegen 
eine vollig objektive Bedeutung, die nichts mit Storungen zu tun hat, 
und wird <lurch strenge N aturgesetze regiert. 

II. Teil. Kinematik als Gruppe. 

§ 5. Uber Gruppen und ihre unitaren Darstellungen. Fiir 
die unitaren Abbildungen gilt ein analoges Theorem, wie das von 
der Hauptachsentransformation der Hermiteschen Formen: Zu 
einer gegebenen unitaren Abbildung la13t sich ein solches normales 
Koordinatensystem ei finden, in welchem die Abbildung durch die Glei
chungen 

(15) 

wiedergegeben wird. Die Eigen we rte ek sind Zahlen vom absoluten 
Betrag 1, ihre Phasen 'Pk' ek = e''Pk1 heillen die Drehwinkel der uni
taren Abbildung. Analoge Bemerkungen, wie fiir die Hauptachsentrans
formation der Hermi teschen Formen, greifen Platz betreffs der Ein
deutigkeit, mit welcher Eigenwerte und Eigenvektoren bestimmt sind, 
sowie betreffs der simultanen Uberfiihrung mehrerer unitarer Abbildungen 
in die Normalform (15). 

Aus ein.er Gruppe unitarer Abbildungen abstrahiert man das 
Gruppenschema, indem man die Abbildungen zu Elementen gleich
giiltiger Beschaffenheit degradiert und nur auf die Art ihrer Zusammen
setzung achtet. Die abstrakte Gruppe ist also ein System von Elementen, 
innerhalb <lessen <lurch "Komposition" aus zwei Elementen a, b in be
stimmter Reihenfolge ein Element ab des Systems entspringt; in solcher 
Weise, daf3 

1. das assoziative Gesetz gilt: (ab) c = a (b c) ; 

2. ein ,,Einheitselement" 1 existiert, das die Gleichung 1 s = s1 
= s fiir jedes Element s der Gruppe erfiillt; und da.6 

3. zu jedem Element a ein inverses a- 1 vorhanden ist mit der 
Eigenschaft aa- 1 = a- 1 a = 1. 
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Die Gruppe der unita.ren Abbildungen erscheint dan.n als eine Verwirk
lichung oder Darstellung der abstrakten Gruppe, welche dadurch zu
stande kommt, daJ3 jedem Gruppenelement s eine unitare Abbildung U(s) 
in solcher ·w eise zugeordnet ist, da.fl allgemein 

U(s) U(t) = U(st) (16) 

gilt [es folgt daraus sofort U(1) = I]. Da das Gruppenschema aus der 
Darstellung abstrahiert wurde, ist die Darstellung getreu, d. h. ver
schiedenen Elementen entsprechen verschiedene Abbildungen U, oder, 
was dasselbe besagt, U(s) ist = I nur ftir s = 1. Die Gruppe der uni
taren Abbildungen ist reduzibel, wenn in dem Vektorraum tffn, in 
welchem sich die unitaren Abbildungen abspielen, ein linearer Unter
raum mm existiert mit einer Dimensionszahl m > O, aber < n, der 
gegeniiber allen U(s) invariant ist. Die Vektoren, welche zu allen in 
mm gelegenen senkrecht sind, bilden einen linearen Unterraum mn-mi 
und es ist fRn = mm+ mn-m in dem Sinne, da.13 sich jeder Vektor auf 
eine und nur eine Weise in zwei Komponenten spalten la.Lit, von denen 
die erste mm, die zweite mn- m angehort. Weil die U ( s) uni tare. Trans
formationen sind, !assen sie au.Ber mm auch mn-m invariant: Die Dar
stellung zerfallt in eine m-dimensionale und eine (n- m)-dimensionale. 
Wahlt man das normale Koordinatensystem e1 so, daJ3 die ersten m Grund
vektoren den Raum mm aufspannen, die letzten n - m aber den Raum 
mn-mi so kommt dieser Zerfall an den Koeffizientenmatrizen U(s) un
mittelbar zum Ausdruck. Man kann sich danach auf die Ahfsuchung 
<ler irreduziblen Darstellungen beschranken. Fiir irreduzible Dar
stellungen gilt der wichtige Satz: Ist die unitare Matrix A mit allen 
U(s) vertauschbar: A U(s) = U(s)A., so ist A= E 1 Multiplum der Ein
heitsmatrix 1. [Es ist dabei sogar unwesentlich, da.B die U(s) eine Gruppe 
bilden.] 

Wir denken in erster Linie an endliche Gruppen. Zu jeder 
Gruppe gehort eine bestimmte "Gro.Benalgebra". Eine Grol3e im 
Grupp en g e bi et wird dadurch gegeben, da.13 jedem Gruppenelement s 
eine Zahl ~ (s) zugeordnet wird. Die Gro.6en haben demnach so viele 
Zahlkomponenten, wie es Gruppenelemente gibt, sie sind sozusagen die 
Vektoren im Gruppenraum, in dem jedes Element eine Dimension, einen 
Grundvektor hedl:'utet *· Die GroJ3e g mit den Komponenten ~(s), die 
danach symbolisch mit ~ g (s). s bezeichnet werden mag, erscheint in 

* Den in der mathematischen Literatur gebrauchlichen Namen Gruppenzahl 
vermeide ich, weil ich das Wort ,,Zahl" fiir die gewohnlichen Zahlen reservieren 
mochte. 
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der Verwirklichung der Elemente s durch die unitaren Abbildungen U(s) 

als die Matrix X = ~ g(s) U(s). (17) 
8 

Bildet man das Produkt zweier solcher Matrizen X, Y, welche zu den 
Gro.13en g und 1J gehoren, so entsteht wiederum eine Matrix Z, die zu 
einer bestimmten, durch g und 7J determinierten Gro.13e b gehOrt. Denn 

es ist 
Z = XY = ~ U(t) U(t')g(t)ri(t') = :2 U(tt')g(t)ri(t') 

tf ~f 

= ~ U(s)b(s), b(s) = ~ E(t)ri(t'). (18) 
8 tt' = 8 

Die Summe in (18) erstreckt sich iiber alle Paare von Eiementen t, t', 
deren Kompositum tt' = s ist. Man kann sie als einfache Sum.me iiber 
a.lie Gruppenelemente t, aber weniger symmetrisch auch so schreiben: 

b(s) = ~ g(st-l)ri(t) = ~ g(t)fj(t-ls). 
t t 

(18) ist also das Multiplikationsgesetz der Groilen im Gruppen
gebiet. Die GroJ3en konnen danach, in genauer Anschmiegung an die 
zugehorigen Matrizen, addiert werden, mit Zah.len multipliziert 
und untereinander multipliziert werden; in solcher Weise, daJ3 die 
wichtigsten algebraischen Axiome erfiillt bleiben. (Nur das kommutative 
Gesetz der Multiplikation und das Axiom, welches Nullteiler ausschlieilt, 
gelten nich.t.) 

Die Gro.13e g. heitlt reell, wenn ihre Komponenten der Gleichung 

(19) 

geniigen. Die zugehOrige Matrix X ist dann Hermitesch. Denn aus 

U(s)U(s- 1) = 1 zusammen mit U*(s) U(s) = 1 

folgt U*(s) = U(s- 1). Darum gilt, unter der Voraussetzung (19), 

X* = ~g(s) U*(s) = ~s(s- 1)U(s- 1) = ::SHs)U(s) = X. 
8 8 8 

Den Bereich der reellen GrBilen verla.13t man nicht durch Addition, Multi
plikation der Gri:l.13en untereinander und durch ihre Multiplikation mit 
reellen Zahlen *. 

Fiir uns kommen vorzugsweise die A belschen Grupp en in Be
tracht, bei welchen die Komposition der Elemente kommutativ ist: 

* Von der natiirlichen und wichtigen Rolle, welche diese Begriffe in der 
Darstellungstheorie spielen, die sich nachher auch als die grundlegenden in der 
Quantenmechanik herausstellen werden, kann man nnr einen Eindruck gewinnen 
dnrch das Studium dieser Theorie. Es sei insbesondere verwiesen au:f: F. Peter 
und H. Weyl, Math. Ann. 97, 737, 1927. 

Zeitachriit f11r Physik. Bd. 4.6. 2 
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st= ts. Eine endliche Abelsche Gruppe besitzt eine Basis ai> a
2

, •• • , a1. 

Das sind f Elemente der Gruppe mit folgenden Eigenschaften: Be
deuten h1' h2, ••• , hr ihre Ordnungen, so erhalt roan alle Gruppenelemente 
in der Form 

Zt Z2 Zf (20) s = a1 a9 ... ar, 

wenn zi em volles Restsystem mod. hi, z. B. die Zahlen 1, 2, ... , hi 
durchlauft. (Ordnung h eines Elementes a ist der niederste Exponent, 
fiir welchen ah gleich dero Einheitselement 1 ist.) Die Auswahl der 
Basiselemente ka.nn so normiert werden, da.13 h2 ein Teiler von h

1
, h8 ein 

Teiler von h2 , .•• , hr ein Teiler von h1 _ 1 ist. Unter diesen Umstanden 
ist die Zahl der Basiselemente und die Teilerreihe (hl' h2, ••• , h1) ihrer 
Ordnungen eindeutig durch die Gruppe bestimmt. ,Jene Teilerreihe 
charakterisiert umgekehrt vollstandig die Struktur der Gruppe. 

Die Aufsuehung der irreduziblen Darstellungen einer Abel
schen Gruppe ist sehr einfach. Da namlich die unitaren Matrizen U(s) 

in diesem Falle vertauschbar sind, kann man sie nach einem oben er
wahnten Satz alle gleichzeitig "auf Hauptachsen bringen"; die Dar
stellung zerfallt also in lauter eindimensionale, es gibt nur eindimensionale 
irreduzible Darst~llungen: 

x' = E(s). x. 

Dabei ist die Abhiingigkeit der Zahl E (s) vom Gruppenelement s so zu 
beschreiben: Dem Basiselement ai korrespondiert eine hr te Einheits
wurzel Et, und es ist fiir (20): 

( ) 
Z1 Z2 Zf 

E S. = E1 E2 • • • Ef 

(Charaktere einer A belschen Gruppe). 
Aber das Darstellllngsproblem stellt sich fur uns in etwas anderer 

Gestalt, als es bislang besprochen wurde. Denn in der Quantenmechanik 
haben nicht die Vektoren eine Bedeutung, sondern lediglich die Strahlen; 
sie kennzeichnen die verschiedenen reinen Falle. Wir gehen also zu 
dem homogenen Standpunkt iiber, fiir welchen die unitare Matrix U 

nicht eine Abbildung des Vektor-, sondern des Strahlenkorpers bedeutet 
und demgemii13 mit der Abbildung EU zusammenfallt. So soll das Wort 
Darstellung in Zukunft verstanden werden: als getreue Darstellung 
durch Drehungen des Strahlenkorpers *. Die charakteristische 
Forderung lautet nunmehr: 

U(s) U(t) ~ U(st). (21) 

* Tiefgehende Untersuchungen iiber das Darstellungsproblem in diesem Sinne 
hat I. Schur angestellt: Crelles Journ. 127, 20, 1904 und 132, 85, 1907. 
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Wir Mnnen den willkiirlichen Faktor E in jedem U(s) nach Gutdiinken 
fixieren ( ,,Eichung"). Als Gleichung wird dann (21) so zu lesen sein: 

U (s) U(t) = 8 (s, t) U(st), 

wo J eine von s und t abhangige Zahl vom absoluten Betrag 1 ist. Die 
Angabe einer Gro.6e s im Gruppengebiet ist relativ auf die benutzte Eichung; 
wird die Eichung gemfi.13 der Formel U(s) - E (s) U(s) verandert, so 
miissen die Komponenten s(s) jeder Gr5.13es ersetzt werden <lurch c- 1 (s)Hs). 
Das Multiplikationsgesetz lautet 

~ (s) = 2j 8 (t, t') s (t) 'YJ (t'). 
tt' =8 

Die Beschreibung (19) der reellen Gr5.6en s ist nur dann zutreffend, wenn 
die Eichung so eingerichtet wurde, da.13 U(s- 1) = u- 1 (s) ist. Fiir eine 
irreduzible Darstellung gilt nach wie var der Satz: Ist die feste Drehung A 
mit alien U (s) vertauschbar, A- 1 ll(s) A = lJ(s), so ist A~ 1. 

Die eindimensionalen Darstellungen verlieren jetzt jedes Interesse; 
denn die einzige eindimensionale Drehung ist die Identitat. Aber im 
gegenwartigen Sinne gibt es auch fiir Abelsche Gruppen mehr
dimensionale irreduzible Darstellungen. Nicht freilich, wenn die 
Abelsche Gruppe zyklisch ist, aus den WiederhoJungen eines einzigen 
Elementes a besteht: 

1, a, a2, .. . , ah-1 (ah= 1). 

Denn ist A die a korrespondierende Matrix in der Darstellung, so ist 
h 

Ah = E 1. Indem man A durch den Zahlfaktor y; dividiert, erreicht 
man eine solche Eichung des A, da.13 Ah = l wird. - -Dann bilden aber 
die Potenzen von A eine Darstellung der zyklischen Gruppe im alten 
inhomogenen Sinne. Wir illustrieren daher das Gesagte <lurch die 
einfacbste nicht-zyklische Abelsche Gruppe. Das ist die Vierergruppe. 
Sie besteht aus vier Elementen 1, a, b, c, und ist beschrieben durch die 
Kompositionsregel 

be= cb =a, 

a2 = b2 = c2 = 1, 

ca= ac = b, ab= ba = c. 

Eine irreduzihle mit ihr isomorphe Drehungsgruppe ist die folgende ~: 

·r 1 U(1) =I 0 ~If' U(a) = II~ - ~ f I' U(b) = II~ 
u (c) = I!-~ ~ IJ . 

2* 

(22) 
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Die Eichung ist so gewahlt1 da13 U2 (a) oder U(a) U(a-1) = 1 ist und 
Entsprechendes fur die librigen Elemente gilt. Die ,,reellen GroJ3en" 

(! 1 + ~ a + fJ b + b c (23) 
sind also jene1 deren Komponenten Qi~' 1/i {; reelle Zahlen sind. Ihre 
Algebra ist die einfachste nicht-kommutative, welche existiert: die der 
Quaternion en (genauer derjenigen Quaternionen1 von denen die 
skalare Komponente reell ist, die drei vektoriellen rein imaginar). In der 
Darstellung m erscheint die Gr513e (23) als die Matrix 

11 + i{; 1'1 · 
Q-~ 

Die Irreduzibilitat geht ohne weiteres daraus hervor, da.13 zwischen den 
vier Koeffizienten dieRer Matrix, wenn Qi ~. 'fji {; als Variable betrachtet 
werden, keine homogene lineare Relation mit konstanten Zahlkoeffizienten 
besteht. Wir kennen dieses Beispiel schon vom magnetischen Elektron 
her. Allgemein werden wir erkennen, daB eine irreduzible Abe 1 sche 
Drehungsgruppe im Strahlenkorper der reinen Falle der Kinematik eines 
pbysikalischen Systems zugrunde liegt; die reellen GroBen in diesem 
Gruppengebiet sind die physikalischen GroJ3en des Systems. 

Innerhalb einer Abelschen Drehungsgruppe gilt fiir die (irgendwie 
geeichten) Matrizen zweier Drehungen A und B eine Gleichung 

AB= EBA. (24) 

Wir haben uns zu tiberlegen, in welcher Weise sie erflillt sein kann. 
Bildet man auf beiden Seiten die Determinante1 so ergibt sich En = 1, 
E ist also eine n-te Einheitswurzel. Ferner erhalt man durch Induktion 
fiir k = 1, 2, 31 ••• : 

ebenso 
AkB = E"BAk, } 

AB1 = ElBlA. 
(25) 

Kombiniert man beide Gleichungen, indem man die zweite auf Ak und B 
statt auf A und B anwendet, so erbalt man die allgemeine.re Regel 

.AkBl = EklBl.Ak. (26) 

Weiter notieren wir die Gleichung 
k(k+ 1) 

(.AB)k = E-2-. BkAk. (27) 

Sie folgt sogleich durch SchluB von k auf k + 1, indem man die erste 
Formel (25) heranzieht. Setzen wir in (25) insbesondere k = n, so 
kommt.AnB = BAn. Wenn dieAbelsche Drehungsgruppe irreduzibel 
ist, erschlietlt man aus dieser Vertauschbarkeit von .An mit alien Gruppen
elementen B: .An~ 1. Die Ordnungen aller Elemente einer irre-
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duziblen Abelschen Drehu:ngsgruppe in n Dimensionen sind 

demn.ach Teiler von n. 
Liegt eine endliche Abelsche Gruppe in abstracto vor, (20), so wird 

man zur Aufsuchung ihrer getreuen irreduziblen n-dimensionalen Dar

stellungen folgendermaJ3en verfahren. Fiir jedes Basiselement, z. B. a1 = a 
von der Ordnung h1 = h, eicht man U (a) = A in solcher Weise, da13 
Ah= 1 ist. Nachdem dies geschehen, eiche man U(s) fiir das Element (:W) 
durch die Festsetzung 

U (s) = A:1 Ai.2 
• •• A;t. 

Es kommt nun wesentlich auf die Bestimmung der Kommutatorzahlen Eik 

in den Gleichungen 

AtAk = CikAkAi (i > k; i, k = 1, 2, ... , f) (28) 

an. Da aus (28) 

das ist 
A hi A 

k = 8ik k 

folgt, mua Eik eine hi-te Einheitswurzel sein. 
§. 6. 1J b er tr a gun g au f k on tin u i er 1 i ch e Grupp en. Eine 

infinitesimale unitare Abbildung ist eine solche, welclie unendlich 
wenig von der Identitat abweicht, durch die also alle Vektoren 
~ = (x1:) nur unendlich kleine Anderungen d~ = (dxi) erfahren. Der 
analoge Begriff fiir reelle orthogonale Abbildungen des dreidimensionalen 
Raumes ist aus der Kinematik des starren Korpers gelaufig: bei der 
kontinuierlichen Drehung eines Kreisels wird von Schritt zn Schritt eine 
infinitesimale Drehung vollzogen. Ein anderes einfaches Beispiel ist der 
ProzeLl der kontinuierlichen Verzinsung zu festem Zinssatz, der eine 

GroLle x in jedem Zeitelement dt mit dem Faktor 1 + cdt multipliziert, 
ihr also den Zuwachs dx = cxdt erteilt. Der Erfolg wird sein, daJ3 sie 
im Zeitraum t von x auf ect. x angewachsen ist. Um die unendlich 
kleinen Grof3en zu vermeiden, ist es auch hier zweckmaf3ig, eine (rein 
fiktive) Zeit 't' eiuzuflihren und daher die infinitesimale unitare Abbildung 
in der Form zu schreiben 

d,. 
_<::- =tC, 
dt: 

dxk ~ 
-d = LJ cik xi. 

t: i 
(29) 

Die Forderung, da/3 
Gleichung aus 

~ x1 ii, invariant bleiben soll, dri.ickt sich in der 

~ ( d Xk + _ d Xk) Q 
LJ xk- xk- = 

k dt: dt: 
oder 
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Die Hermite sche Form auf der linken Seite kann aber nur dann 
identisch in den xi verschwinden, wenn alle ihre Koeffizienten Null sind. 
So ergeben sich die Bedingungen der scbiefen Symmetrie 

C* = -0. 

Setzt man C = iA, so ist A eine Hermitesche Matrix. Resultat: Mit 
ieder Hermiteschen Form A ist in unitar-invarianter Weise 
(vgl. § 1) die infinitesimale unitare Abbildung 

d~ -· = i~A 
dt: 

verbunden. Der Satz von der Hauptachsentransformation der Hermite
schen Formen stellt sich dadurch als der infinitesimale Grenzfall des 
entsprechenden Theorems fiir 
infinitesimalen Abbildungen. 
haben die Form 

unitare Abbildungen heraus. Diejenigen 
welche alle Strahlen ungeandert !assen, 

d~ - = ic~, 
d r: 

mit einem reellen Zahlfaktor c. Der homogene Standpunkt verlangt also 
bier, da.13 A nicht von A + c 1 unterschieden wird. 

Indem man in jedem Zeitelement dt: die gleiche infinitesimale 
unitare Abbildung (21-J) wiederholt, erhalt man <lurch Integration von (29) 

~ (r:) = ~ u (r:). 
U(r;) ist die endliche Drehung, welche im Zeitraum r: vor sich geht. Es 
ist natiirlich U(r: + ,,;') = U(r:) U(t:'). 

Die U (r:) bilden also eine einparametrige kontinuierliche Gruppe; gegen
i.iber der Zusammensetzung verhalt sich der Zeitparameter ,,; additiv'.· 
V gl. den oben geschilderten Proze.13 der kontinuierlichen Verzinsung ! Die 
Integration von (29) kann in der gleichen Weise vorgenommen werden 
wie in diesem einfachsten Fall. Unter Benutzung einer gegen oo streben-

den ganzen Zahl m zerlegt man die Zeit t: in Elemente ~ · In jedem 
m 

der m Zeitelemente erfahrt ~ die Transformation 1 + ~ C; daher ist 
m 

U(-r;) = lim (t + r: C)m = e'l:G, 
m=oo m 

Die Konvergenz kann ebenso leicht bewiesen werden wie im eindimen
sionalen Fall, wenn C eine Zahl ist. Auch ergibt sich die Potenzreihe 

t: t:2 
U(-r;) = 1 +TI c + 2! 0

2 + (30) 
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Eine andere Methode ist die sukzessi ve Approximation; sie setzt nicht 
voraus, da.f3 C von t: unabhangig ist. Als nullte Approximation wird 
das flir t: = 0 vorgegebene 7; genommen, allgemein wird die Z-te aus der 
(l _ 1)-ten Annaherung mittels der Gleichung 

7' 
d 7;1 
dt: = tl-1 c zu 7;1(t:) = 7; + f 7;1-1 (-i-) Cd-i-

o 

bestimmt. Die Annaherungen 7;1 ('t) konvergieren mit z - oo gegen die 
gesuchte Grenze 7; (t:). Es ergibt sich ftir 7; ('i') eine unendliche Reihe: 

~ J J · · · J 0(-r:1)0(-r:2) ••• 0(t:1)dt:1 d-r:2 ... d-r:1• (31) 
l= o (o<::.:1 -<.:2 <:: · .. <::.:z<::.:) 

Bei zeitunabhangigem C kommt wieder die Gleichung (30) heraus. 

Eine Zwischenbemerkung: Es wurdc erwahnt, dal3 in der Physik 
meist Formen mit unendlich vielen Varia.blen eine Rolle spielen. 
Die Theorie der Hermiteschen Formen von unendlic'h vielen Verander
lichen unter dem Einflul3 unitarer Transformation.en wurde von Hilbert 
und Hellinger entwickelt, unter der Voraussetzung, dal3 die Form be
schrankt ist, d. h. daJ.l eine Konstante M existiert, unter der die W erte 
der :Form ihrem absoluten Betrage nach fur alle V ektoren vom Betrage 1 
bleiben *. Die in der Physik vorkommenden Formen geniigen dieser 
Bedingung nicht. Eine Erweiterung der Theorie, welche den physikalischen 
Anforderungen gentigt, hat v. Neumann a. a. 0. in Aussicht gestellt. 
Es ergibt sich hier die Aufgabe, das Ana.loge ftir die unitaren Abbildungen 
zu leisten. Fiir sie wird die Theorie wesentlich befriedigender ausfallen, 
weil keinerlei spezielle, die Konvergenz garantierende Voraussetzungen 
zu machen sind, wie es die Hilbertsche Annahme der Beschranktheit 
war. Denn der Begriff der unitaren Abbildung bringt es mit sich, dal3 
in der Matrix die Quadratsumme der absoluten Betrage jeder Zeile und 
jeder Spalte konvergiert, namlich = 1 ist. (Die mathematische Durch
fiihrung soll an anderer Stelle gegeben werden.) Der integrale Standpunkt 
ist in begriffiicher Hinsicht dem infinitesimalen immer iiberlegen, er laBt 
zugleich die natiirlichen Grenzen der differentiellen Begriffsbildungen 
erkennen. In diesem Sinne ist es zweckma.13ig, da mit einer Grof.le a ja 
immer auch ihre reellen konstanten Multipla k()(, als physikalische Gro.13en 
auftreten, diese zu ersetzen durch eika, die Hermiteschen Matrizen kA 

* D. Hilbert, Grundziige einer allgemeinen Theorie der Integralgleichungen, 
Leipzig 1912, insbesondere IV. Abschnitt. E. Hellinger, Crelles Journal 136, 
1, 1910. 
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durch die uniti!.ren eikA. Mit A erscheinen sie zugleich auf Rauptachsen 
transformiert, wobei an Stelle der aµ, die Zahlen e'ka,u als Eigenwerte sich 
ergeben. 

Doch nun zu den unendlichen Gruppen! Eine unendliche 
Gruppe kann diskontinuierlichen Charakter haben, wie die in der Lehre 
von der Kristallstruktur auftretende Gruppe der Gittertranslationen des 
Raumes, deren Komponenten in bezug auf die drei Achsen x, y, z gauze 
Zahlen sind. Es ktlnnen auch gemischte kontinuierlich-diskrete Gruppen 
vorkommen, wie die Gruppe aller Raumtranslationen, deren x-Komponente 
ganzzahlig ist. Doch haben wir jetzt insbesondere die kontinuierlichen 
Gruppen im Auge. Eine solche denkt man sich nach S. Lie erzeugt 
durch ihre infinitesimalen Elemente. !st die Gruppe eine f-para
metrige kontinuierliche Mannigfaltigkeit @, so sind die infinitesimalen 
Elemente die Stell.en auf der Gruppenmannigfaltigkeit, welche der 
Einheitsstelle 1 unendlich benachbart sind, oder die von 1 ausgehenden 
Linienelemente. Sie bilden also eine f-dimensionale lineare Mannig
faltigkeit. Ralten wir uns sogleich an die Darstellung, an die konkreten 
unitaren Abbildungen statt an die abstrakten Elemente, so haben wir 
mithin eine f-dimensionale lineare Schar schiefer Matrizen vor uns: 

(32) 

innerhalb deren 01 , 0 9 , ••• , 01 eine willkiirlich gewahlte Basis ist und 
die Zahlparameter d61 , d69 , ••• , d<J1 aller reellen Werte fabig sind. 
Setzt man in (32) d <5t = ~,d-t und iteriert diese infinitesimale Ab~ 
bildung, die man sich im Zeitelement d 't vollzogen denkt, so gelangt man 
nach Ablauf der Zeit -c, wenn an Stelle von ~-r: jetzt wieder '1i ge-
schrieben wird, zu 

U<"" ,,, .., ) _ 0a1C1+a2C2+···+arGr 
Ull V91 • '"! Uf - ' 

(33) 

Innerhalb der infinitesimalen Gruppe g gibt sich die Komposition an den 
Parametern do als Addition kund. Es konnte darum so scheinen, da6 
j e de lineare Schar (32) eine frparametrige kontinuierliche Gruppe nach 
der Formel (33) erzeugt. Das ist aber nicht der Fall, wie die folgende 
Betrachtung lehrt, die nach dem Muster bekannter Integrabilitats
iiberlegungen verlauft. Sie nutzt fiir die infinitesimalen Elemente die 
Tatsache aus, da13 mit zwei Abbildungen U, V auch der Kommutator 
uvu-1y-1 in der Gruppe enthalten sein mu13. Sind also C, C' zwei 
in der Schar g vorkommende Matrizen, so gehoren die infinitesimalen 

Abbildungen 
d~ = ~Cdt und d'~ = ~C'dt' 
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zur Gruppe. Fiihrt man sie beide hintereinander aus, das eine Mal in 
der Reihenfolge d, d', das andere Mal in der Reihenfolge d', d, so ist die 
Differenz der dadurch aus ~ entstehenden Vektoren 

LI~= dd'~-d'd~ =~(CC'- C'C) d-r:d-r:'. 

Diese infinitesimale Abbildung ist der gesuchte Kommutator. Infolge
dessen muJ3 mit C und C' auch immer CC' - C' C der Schar g angehoren. 
An der Basis formuliert, hei.Bt das, dall die :Matrizen e.,;Ck - eke, sich 
linear mittels reeller Zahlkoeffizienten aus 01 , 01 , •.• , 01 kombinieten 
miissen. Diese von Lie aufgestellte Bedingung, deren Herleitung leicht 
streng zu machen ist, ist nicht nur notwendig, sondern auch hinreichend *· 

Die Gruppe ist Abe 1 sch , wenn der Kommutator irgend zweier 
Elemente gleich 1 ist. In diesem Falle miissen die Matrizen O, den 
Gleichungen 

cick- eke,= o (34) 

geniigen, d. h. s1e miissen vertauschbar sein. Fiir zwei vertauschbare 
Matrizen A und B gilt 

eA+B = eA. eB; 

das ergibt sich genau wie fiir Zahlen. Die Gleichung (34), d. i. die 
Vertauschbarkeit der infinitesimalen Elemente, geniigt also, wie das 
eigentlich selbstverstandlich ist, um den A belschen Charakter der ganzen 
Gruppe sicherzustellen, es gilt auf Grund von (34) 

U(<11, <12, · · ., <11) U(-r;p -r:11, · • ., -r:,) = U(<11 + "1' <111 + "111 • • ., <11 + -r:,). 
Jede f-parametrige A belsche Gruppe ist danach isomorph mit der Gruppe 
der Translationen in einem f-dimensionalen Raume. Die C, spielen eine 
analoge Rolle wie die Basis bei den endlichen A belschen Gruppen. 

Wir werden es zwar mit einer A belschen Gruppe zu tun haben, 
aber die Abbildungen sind als solche des Strahlenkorpers zu verstehen. 
Uberall ist das Zeichen = zwischen unitaren Abbildungen durch ~ zu 
ersetzen. An Stelle der Bedingungen (34) treten danach solche von 
der Form 

Cµ 0,, - C,, Cµ = icµ,, 1. 
Cµ 11 ist ein schiefsymmetrisches System reeller Zahlen. Der Kommutator 
der infinitesimalen Abbildungen mit den Matrizen 

ist 
A = d1 01 + · · · + dt 01 und B = -r:1 01 + · · · + -r:1 01 

AB - BA = i :8 Cµ,,'1,,T:,, .1. 
µ,11 

* Genaueres ist etwa nachzulesen bei: H. Weyl, Mathematiscbe Analyse des 
Raumproblems, Berlin 1923, S. 33-36, und die dazu gehOrigen Anhange. 
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Die schiefsymmetrische Form 

~C,ttvO'u"Cv = h(O',"C), ,u,.,, 
welche eine von der Basis unabhangige Bedeutung hat, nenne ich die 
Kommutato rform. Wend·et man (26) an fiir eine gegen oo konver-

gierende Zahl k = l = m und 1 + ~, 1 + !!_ an Stelle von A und B~ 
m m 

so erhalt man im Limes als den Kommutator irgend zweier Elemente der 
Gruppe U(o1 , o2 , ... , a,) = U(o) und U(T:): 

U(ci) U(T:) u- 1 (o) u- 1 (r:) = e(h(6, r:)) .1. (35) 

[Um der Leserlichkeit willen schreibe ich oft e (x) statt eix.] Dieselbe 
Einsetzung in (27) mit nachfolgendem Grenziibergang liefert noch 

U(o + 7:) = e (j h (o, 7:)) D (7:) U(o) = e (- j h (o, 7:)) U(o) U(r:). 

Wenn die Drehungsgruppe irreduzibel ist, kann ein festes U(o.) 
nur dann mit allen U(7:) vertauschbar sein, wenn es ,....., 1 ist, d. h. wenn 
die Parameter oi verschwinden. Das besagt, daf3 die Kommutatorform 
nicht-ausgeartet ist, namlich fur ein festes W ertsystem oi nicht identisch 
in "Ci verschwinden kann, ohne daB a1le Oi = 0 sind. (Es kommt das 
darauf hinaus, da!l die Determinante lcikl =I= 0 ist.) Eine solche }form 
existiert nur, wenn die Variablenzahl f g er ad e ist, und ihr kann durch 
geeignete Wahl der Basis ( dadurch, daB die Variablen di und "Ci kogredient 
einer geeigneten linearen Transformation unterworlen werden) eine 
numerisch eindeutig bestimmte Gestalt verliehen werden: Die Koeffizienten-

matrix llciklf zerfallt in lauter zweireihige Quadrate 11- ~ ~II, die sich 

langs der Hauptdiagonale aneinanderreihen. Es ist dann zweckmaBiger, 
2 f an Stelle von f zu schreiben, die so eingefiihrte ,, k anon is ch e 

Basis" mit 
iP,,, iQ,, (v = 1, 2, ... , f) 

zu bezeichnen und die zugehorigen kanonisch gepaarten Parameter mit 
on "C-v· Der Faktor i ist beigefiigt, um auf Hermitesche Formen Pn Q. 
zu kommen. Es gelten die Vertauschungsrelationen 

i (P,, Q .. - Q,,P-v) = 1, 
und 

Die 

i (Pu Q, - QvPµ) = 0 fur µ, =/= v, l 
(36) 

Qµ Q,, - Q,, Qf, = 0 fur alle µ,, v. 
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bilden fiir sich eine f-parametrige Abelsche Gruppe unitarer (Vektor-) 

Abbildungen, ebenso die 

V('t') = e('t'1 Qt+ 't'2 Q2 + · · · + r:,Q,). 

Hingegen ist 
U(o)V('t')u- 1 (o)V- 1 ('t') = e(o1 't'1 + ··• +or't'r).1 

und 
e (61 Pi + · · · + 6rPr + 't'1 Qi + .. · + 't'f Qr) 

= e (~it 6i't'i) V('t') U(6) = e (- ! it o1 't'i) U(6) V('t'). (87) 

§ 7. Ersatz der kanonischen Variablen durch die Gruppe. 
Das Elektron. Unsere Entwicklungen sind bis zu dem Punkte ge
diehen, wo die Verbindung mit der Quantenmechanik in die Augen 
springt. Liegt ein mechanisches System vo:n f Freiheitsgraden vor, so 
geniigen ja die Hermiteschen Matrizen, welche die kanonischen Variablen 

repriisentieren, gerade den Relationen (36), bis auf den Faktor h/2 n, von 
dem noch die Rede sein wird und den wir einstweilen in die Ma.13einheiten 
hineinstecken. N ehmen wir die Zahl det Freiheitsgrade f zunachst = 1 
und bezeichnen in der iiblichen Weise die kanonischen Variablen mit p, q, 

ihre reprasentierenden Formen mit P, Q, so sagt die Relation 

i(PQ-QP) = 1 (38) 

aus, da.13 die beiden durch die Matrizen i P, i Q gekennzeichneten infini
tesimalen Drehungen des Strahlenkorpers vertauschbar sind. Die durch 
sie erzeugte A belsche Drehungsgruppe besteht aus den Drehungen 

U(6, 't') = e (Po+ Q't') (39) 

(6, 't' reelle Parameter, die sich bei Zusammensetzung additiv verhalten). 
Die reelle Grolle im Gruppengebiet, deren Komponenten ~ (o, 't') der 
Gleichung (19) oder 

~ (6, 't') = ~ (- 6, - 't') 

geniigen, erscheint als die Hermitesc.he Form 

+oo 
F =ff e(P6 + Q't')g(6, 't')dcJdr:. 

-oo 

(40) 

(41) 

Eine physikalische Gr5J3e ist durch ihren Funktionsausdruck f (p, q) 
in den kanonischen Variablen p, q mathematisch definiert. Es blieb ein 
Problem, wie ein derartiger Ausdruck auf die Matrizen zu iibertragen 
war. Ohne weiteres klar war das nur fiir die Potenzen pk, ql und damit 

fiir Polynome. Freilich trat schon hier die Schwierigkeit auf, da.B man 
nicht wu.Bte, ob man einen Term wie p2 q als P 2 Q oder Q P 2 oder P Q P usw. 
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zu interpretieren hatte. Der Ansatz ist offenbar viel zu formal. Unsere 
gruppentheoretische Auffassung zeigt sogleich den rechten W eg: die 
Hermitesche Form (41) reprasentiert die Gr613e 

+ 00 

f (p, q) = J J e (p<J + q'l:H (<1, 7:) do d'I:. (42) 
-oo 

Nach dem Fourierschen Integraltheorem laJ3t sich ia jede Funktion 
f (p, q) in dieser Form eindeutig entwickeln, und wenn f eine reellwertige 
Funktion der reellen Veranderlichen p, q ist, genligt g ( o, 1:) gerade der 
Bedingung (40). Die Integralentwicklung (42) ist nicht immer ganz 
wortlich zu verstehen; das wesentliche ist nur, dail rechts eine lineare 
Kombination der e(pcS + q'I:) steht, in denen '1 und 7: beliebige reelle 
W erte annehmen konnen. W enn z. B. q eine zy klische Koordinate istt 
die nur mod. 2 n zu verstehen ist, so dall alle in Betracht kommenden 
Funktionen periodisch in q mit der Periode 2 n sind, wird die Integration 
nach 't' ersetzt werden mlissen durch eine Summation iiber alle ganzen. 
Zahlen t:; wir haben dann den Fall einer gemischten kontinuierlich
diskreten Gruppe. Die Einschrankungen, denen f (p, q) unterworfen sein 
mu!!, damit sie eine Entwicklung des Typus ( 42) gestattet, konnten 
noch Bedenken erregen. Nun wissen wir aber, daB es eigentlich giltt 
e (k f (p, q)) so zu entwickeln (k irgend eine reelle Konstante ), und in 
dieser Fassung lal3t sich die Aufgabe nach neueren Untersuchungen von 
N. Wiener, Bochner und Hardy in zwingender Weise eindeutig er

ledigen *· 
Die Ubertragung auf f Freiheitsgrade liegt auf der Hand. Ins

besondere sahen wir, wie aus der Forderung der Irreduzibilitat 
im Falle der kontinuierlichen Gruppen die charakteristische 
kanonische Paarung entspringt. Fur endliche Gruppen freilich. 
existiert nicht ein so einheitliches Schema. Das ist im Einklang mit den 
physikalischen Tatsachen. Denn aus den Entwicklungen von P. Jordan** 
ging bereits hervor, da13 beim magnetischen Elektron <1y so gut wie dz als 

* N. Wiener, On representations of functions by trigonometrical integrals, 
Math. ZS. 24, 575, 1926; S. Bochner und G. H. Hardy, Note on two theorems 
of N. Wiener, Journ. Lond. Math. Soc. 1, 240, 1926; S. Bochner, Darstellung 
reell variabler und analytiscber Funktionen durch verallgemeinerte Fourier- und 
Laplaceintegrale, Math. Ann. 97, 635, 1927; vgl. daz"U ferner die von H. Bo hr 
stammende Theorie der fastperiodisehen Funktionen; am einfachsten bei H. Wey l, 
Math . .Ann. 97, 338, 1926. 

** ZS. f. Phys. 44, 21-25, 1927. Nach P. Jordan, Uber die Polarisation 
der Lichtqaanten, ebenda, S. 292, ist die Kinematik der Lichtqnanten die gleicbe. 
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die ,,kanonische Kunjugierte" von 6:r angesehen werden kann. Hochstens 
von einem Tripel, nicht von einem Paar kanonisch konjugierter Gro.Ben 
k<:lnnte bier vernfinftigerweise die Rede sein. Bestatigen wir, dal.i gerade 
auch in diesem diskreten, dem Kontinuierlichen am meisten entgegen
gesetzten Falle unsere Formulierung genau das Rfohtige t:dfft! Sie lautet, 
um das noch einmal zusammenzufassen, so: Der kinematische Cha
rakter eines physikalischen Systems findet seinen Ausdruck 
in einer irreduziblen Abelschen Drehungsgruppe, deren Sub
strat der StrahlenkBrper der ,,reinen J<'alle" ist. Die reellen 
Gro.Ben dieses Gruppengebietes sind die physikalischen 
Gro13en; die Hermiteschen Matrizen, als welche sie verm<tge 
der Darstellung der abstrakten Gruppe durch Drehungen er
scheinen, sind die Reprasentant(ln der physikalischen GroJJen, 
deren Bedeutung im I. 'feil auseinandergesetzt wurde. 

Nun: die fruher beschriebene zweidimensionale Drehungsgruppe 93, 
welche der Vierergruppe isomorph ist, kennzeichnet, wie der Vergleich 
mit § 2, (12) lehrt, die Kinematik des magnetischen Elektrons. 
Da n = 2 ist, sind alle Gro1.3en nur zweier Werte fahig. Die einzigen 
physikalischen Grollen, welche existieren, sind die mit Hilfe reeller Zahl
koeffizienten gebildeten linearen Kombinationen von 1, <1z, <111 , '1z· Aber 
das magnetische Elektron ergibt sich nicht nur als Sonderfall der Theorie, 
sondern die ihm eigentiimliche Kinematik ist iiberhaupt die 
einzig mogliche, wenn alle Gro.6en n.ur zweier Werte fli.hig 
sein sollen, wenn n = 2 ist. Beweis: Wir wissen schon, daB unter 
dieser Voraussetzung jedes Gr11ppenelement a au13er dem Einheitselement 
von der Ordnung 2 ist. Die beiden Eigenwerte der korrespondierenden 
zweidimensionalen Matrix A sind daher entgegengesetzt gleich. Wii.hlen 
wir ein bestimmtes a ::f= 1, so konnen wir das zugeh6rige A samt einem 
normalen Koordinatensystem so festlegen, datl 

A=ll~ -~11 (48) 

wird. Die mit A verta.uschbaren Matrizen U unserer Gruppe haben not

wendig die Gestalt ll ~ ~·II i wenn sie nicht ~ 1 sind, ist c' = - c, 

U also ~A. Es gibt Gruppenelemente, deren Matrix B nicht mit A 
vertauschbar ist. Wir wissen, daB in der Gleichung 

AB= sBA 

73 



74 

30 H. Wey!, 

E eine zweite Einheitswurzel, darum E = - 1 sein mu.fl. Daraus folgt, 
da.13 B die Gestalt 

B = ii i ~ II ( 44) 

hat. Die Zahlen b, b' sind vom absoluten Betrag 1. Wir wahlen ein 
bestimmtes solcbes B, <las gemaB B~ = 1 geeicht sei: b b' = 1. AuBer
dem kann man b zu 1 ma.chen, indem man das bisherige normale Koor
dinatensystem e1 , e2 durch e1 , b e2 ersetzt; ( 43) wird dadurch nicht an
gegriffen: 

(45) 

Jede Matrix U unserer Gruppe, welche mit .A vertauschbar ist, ist ,.,,_,I 

oder ~A. Wenn sie nicht mit A vertauschbar ist, hat sie die Form (44), 
nnd demnach ist ihre Zusammensetzung U B mit dem durch ( 45) gegebenen 
bestimmten B eine Diagonalmatrix. Als solche ist sie mit .A vertauschbar, 
also ~ 1 oder ~ A. Das Resultat ist, daJ3 jedes U ~ einer von den 
vier Matrizen 1, A, B, AB ist. Es liegt in der Tat die Vierer

gruppe vor und die Darstellung ~ derselben. 

§ 8. Ubergang zu Schrodingers Wellentheorie. In ahnlicher 
Weise, wie soeben der Fall n = 2 behandelt wurde, wollen wir jetzt 
zeigen, daB die zweiparametrigen kontinuierlichen Gruppen nur 
eine.r irreduziblen Darstellung in unserem Sinne (auLler der identischen} 

fahig sind. Wir erhalten jene Gruppen durch Grenziibergang aus den 

zweibasigen endlichen. Die irreduzible Abelsche Drehungsgruppe 
mit der Basis A, B babe die Dimensionszabl n. In der Kommutator

gleichung 
AB= EBA (46) 

ist E eine n-te Einbeitswurzel. Diese Gleicbung gilt es jetzt naher zu 

untersuche:n. Die Kommutatorzahl s sei eine primitive ni-te Einheits
wurzel, d. h. Em sei die niederste Potenz, welche = 1 ist; m ist Teiler 

von n. Die Drehungen .A, B sind von einer in n aufgehenden Ordnung: 

An -2:'.. 1, Bn -2:'.. 1, und die Matrizen konnen daher so geeicht werden, daB 

An = Bn = 1 ist. Durch geeignete Wahl des normalen Koordinaten

systems sei B auf Hauptachsen gebracht; die Glieder in der Haupt

diagonale, bt, sind lauter n-te Einheitswurzeln. Die Gleichung (46) 

liefert fur die Koeffizienten von A = 11 ai k II: 

(47) 
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Man teile die Indizes i und zugehorigen Variablen xi m Klassen 
nach dem Prinzip, da13 i und k in dieselbe Klasse fallen, wenn der 
Quotient bi/ bk eine m-te Einheitswurzel, eine Potenz von E ist. Dies 
ist wirklich eine Klasseneinteilung: da mit bi/bk und bk/bi auch bifb1Potenz 
von 8 ist. Gema13 der Gleichung (47) ist aik = O, wenn i und k zu 
verscbiedenen Klassen gehoren; die Matrix A zerfiillt demnach in der 
gleichen Weise, wie die Indizes in Klassen zerfallen. W egen der voraus
gesetzten lrreduzibilitat ist also nur eine Klasse vorhanden. 

Nachdem dies erkannt ist, gehen wir zu einer feineren Klassen
einteilung iiber: jetzt sollen i und k nur dann zur selben Klasse gehoren, 
wenn bi = bk ist. Wir wahlen willkurlich eine dieser Klassen, fiir 
welche bi = b ist, als die erste, lassen dann als zweite diejenige folgen, 
fiir die bi = Eb ist, darauf die dritte mit bi = E2 b, ... , die m-te mit 
b, = Em- 1 b; die ( m + 1 )-te Klasse: bi = Em b, ist wieder die erste. In 
dieser Reihenfolge denken wie auch die Variablen angeschrieben und 
numeriert. N ach der Gleichung ( 4 7) sind in der Matrix A alle Felder 
(i, k) leer, aik = 0, deren Zeilen- und Spaltenindex i und k nicht zu 
zwei aufeinanderfolgenden Klassen gehOren. 
Die Matrix A hat daher das angedeutete 
Schema (Fig. 1), in welchem die nicht 
scbraffierten Gebiete leer stehen und iibrigens 
m = 4 angenommen wurde. In den schraf
fierten Gebieten stehen die "Teilmatrizen" 
A.Cl>, AC2>, •.. , A<m>. Da A unitar ist, sum
mieren sich die absoluten Quadrate der Glieder 
in jeder Zeile und in jeder Spalte zu l . 
Infolgedessen gilt das gleiche fur die Zeilen Fig. l. 

und Spalten der eiuzelnen Teilmatrix. Die Summe der absoluten Quadrate 
aller in A<1> stehenden Glieder ist darum einerseits gleich ihrer Zeilen-, 
andererseits gleich ihrer Spaltenzahl. Das Rechteck A <1> ist in Wahr
heit ein Quadrat, die zweite Klasse besteht aus ebenso vielen Individuen d 

wie die erste. Alle Klassen sind gleich stark, n = md. Danach 
ist die Figur zu korrigieren. Genauer ist jede der schraffierten Teil
matrizen fur sich unitar. Indem wir auf die err,;te Klasse von Variablen 
die unitare Transformation mit der Matrix A <1> ausiiben, bewirken wir, 
da13 sich A.<1) in die d-dimensionale Einheitsmatrix verwandelt. Diese 
N ormalform wird nicht zerstort, wenn man nachtraglich die Variablen 
der ersten Klasse und ebenso die Variablen der zweiten Klasse, jede filr 
sich, der gleichen beliebigen unitaren Transformation unterwirft. Dies 
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konnen wir dazu benutzen, um auch die zweite Teilmatrix in die Einhejts
matrix umzuwandeln; und so fort bis zur (m - 1)-ten. Die damit erzielte 
N ormalform wird nicht zerstort, wenn die Variablen jeder Klasse unter
einander der gleichen unitaren Transformation unterliegen. Diese Trans
formation kann man schlieJJlich, wie man weiJ3, noch so bestimmen, da13 
die letzte Teilmatrix A<m> eine Diagonalmatrix wird. Nunmehr nehmen 
wir eine U mnumerierung vor, indem wir zunachst aus jeder Klasse das 
erste Glied auslesen, darauf aus jeder Klasse das zweite usf. Dann 
zerfallt A in d Teilmatrizen, die sich langs der Hauptdiagonale aneinander
reihen. W egen der vorausgesetzten Irreduzibilitat ist nur eine davon 
vorhanden: d = 1, n = m. Wir haben die Normalform (die nicht aus
gefiillten Felder "stehen leer"): 

0 1 ~ 

0 1 Er+1 

A= O 1 B = 8r+2 

a 0 0 0 ... 0 

Die Exponenten in B sind n aufeinanderfolgende ganze Zahlen, E ist eine 
primitive n-te Einheitswurzel. Die Gleichung A_n = 1 liefert endlich 
noch a = 1. Lassen wir die Variablennummern von r ab laufen und 
verstehen alle Indizes mod. n, so lauten die beiden Abbildungen: 

A.: x!c = Xk-ii B: xk = .skxk. 

Daraus sofort die Wiederholungen: 

.A.1 : xA: = X1r.-s 1 Bt: xlc = .sktxk. (48) 

Jetzt lii.13t sich in aller Strenge der Grenzubergang zu kontinuier
lichen Gruppen vollziehen. Es sei (39) die kontinuierliche zweipara
metrige irreduzible Abelsche Drehungsgruppe. Die Basis iP, i Q sei 
nach (38) normiert. Wir identifizieren in unserer Betrachtung A mit 
dem infinitesimalen e (; P), B mit e ( 11 Q), ; und 11 reelle infinitesimale 
Konstanten. Es ist e (IJP) = A.8, e ('t' Q) = Bt, wenn im Limes sg = o, 
tn = 't' wird. E fallt mit e (g 1J) zusammen, .skt ist = e (g k"C). e ('t' Q) 
ist die Reprasentation der physikalischen Gro.Be ei .. q; diese ist also (bei 
beliebigem reellen 't') der Werte fahig ei .. ~k, wo k die ganzen Zahlen 
durchlauft. Mit and er en Worten: die Gro.Be q ist der W erte k; fl:i.hig, 
ihrWertbereich das zusammenhangende Kontinuum der reellen 
Zahlen von - oo bis + oo. (Dabei ist k freilich mod. n, kg mod. nE 
zu verstehen; aber n; ist ein Multiplum von 2 n/ri, folglich im Limes 

unendlich groLl.) Darum schreiben wir jetzt q an Stelle von k~, unter 
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q zugleich eine Variable verstehend, _welche den W ertbereich der physi
kalischen GrBJ3e q durchlauft, und V ~ . 1/J (q) an Stelle von xk. 1/J (q) ist 
eine willkiirliche komplexwertige Funktion, welche der Normierungs-

gleichung J I 1/J (q) 12 d q = 1 (49) 

unterworfen ist. lhre W erte sind aufzufassen als die den verschiedenen 
Werten von q entsprechenden Komponenten eines "reinen Falles" in dem
jenigen normalen Koordinatensystem, das aus den Eigenvektoren der 
Gro13e q besteht. - An Stelle der zweiten Gleichung ( 48) erhalten wir 

im Limes 
1/J' = 1/JV-r: 1/J' (q) = ei-rq .1/J(q): (50) 

das ist die unitare Abbildung V-r, welche die Grof.le ei-rq darstellt. Der 
gleiche Grenziibergang an der ersten Gleichung liefert die unitare Ab

bildung 
t// = 1/J Ua: 1/11 

(q) = 1/J (q - <1), (51) 

welche ei 11P reprasentiert. Beide Abbildungen sind in der Tat unitar, 
weil sie die Gleichung (49) invariant !assen; sie bilden, den verschiedenen 
Werten von <J bzw. 't entsprechend, zwei einparamettige Ab elsche Gruppen 
linearer Funktionaltransfotmationen: 

Uu+a' = UuUo'' V-r+-r' = V .. V-r'· 

t/J U(f V .. ist die Funktion ei-rq. 1/J (q - <i), 1/J V"' u0 aber = ei"' <q- 11>. tfJ_(q - 6), 
so dal3, wie es sein muf3, die Kommutatorgleichung gilt: 

t/J Ua V"' = eia-r. 1/J V-r U11 • 

Der GroJ3e e ( <J p + 't q) entspricht nach (3 7) die Abbildung 

t/J (q) _ 1/J' (q) = e-1f2ia-r. ei-rq t/J (q _ <J). 

Geht man endlich auf die infinitesimalen Operationen zurlick -· was 
freilich im allgemeinen nicht zweckmaJ3ig ist - , so bekommt man als 
Reprasentation von 

.d1/J(q) 
p: 8 'f/J = i --a:q-' von q: ~l/J = q. l/J (q). (52) 

Damit sind wir bei der Schrodingerschen Fassung angelangt. 
Die Eigenfunktionen 1/Jn (q) seiner Wellengleichung haben danach die Be
deutung, da/3 sie die unitare Transformation angeben, welch~ zwischen 
den beiden Hauptachsensystemen der GroJ3e q und der Energie E ver
mittelt. Jm Hinblick auf den ersten Teil ergeben sich daraus die be
kannten Pauli sch en Ansatze fur ihre W ahrscheinlichkeitsbedeutung. 

Die Ubertragung auf mehrere Freiheitsgrade ist miihelos durch
fiihrbar. Die Kinematik eines Systems, die durch eine konti-

Zeitschrift flir Physik. Bd. !6. 3 
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nuierliche· Gruppe ausgedriickt wird, ist darum <lurch die Zahl 
der Freiheitsgrade f eindeutig determiniert. Unsere Behandlung 
ist giiltig auch fiir den Fall, dal.J die Gr<5l.Je q eine zyklische Koor
dinate ist, die nur mod. 2 n in Betracht kommt. Dann durchlauft i: nur 
die ganzen Zahlen, die Gruppe ist halb diskontinuierlich. Die Reprasen
tationen (50) und (51) von ei,,;q und eiap bleiben bestehen; aber da i: nur 
ganzzahlige W erte annimmt, hat es keinen Sinn mehr, den Grenziibergang 
't - 0 zu vollziehen. Eine ,, physikalische Gro I.le q", welche durch eine 
Her mi tesche Form zu reprasentieren ware, gibt es iiberhaupt gar nicht, 
wohl aber z. B. cos q. 

Oft ist es zweckmiil3ig, Koordinaten und Impulse zu vertauschen, 
an Stelle der Komponenten 1/J (q) der Vektoren die Komponenten cp (p) 
im System der Eigenvektoren von p zu verwenden. Ihr Zusammenhang 
ist der durch die "Fouriersche Transformation" 

+= 
1/J (q) = f eiqp 'P (p) dp 

-oo 

gegebene *· Denn die Abbildung V,,; verwandelt t/J (q) in 

+= +"" f eiqCp+,,;>cp (p) dp = J eiqp cp (p - i) dp, 
-oo -co 

Ua aber in 
+ 00 J eiqp. e-iap <p (p) dp. 

-oc; 

Es ist also 
<p (p) V,,; = 'P (p - 't), <p (p) Uu = e-i<1p cp (p). (53) 

III. Teil. Das dynamische Problem. 

§ 9. Das Gesetz der zeitlichen Veranderung. Die Zeit
gesamtheit. Die bisherigen Ansatze beanspruchen allgemeine Geltung. 
Nicht so giinstig steht es mit dem dynamischen Problem, das eng 
mit der Frage nach der Rolle zusammenhangt, welche Raum und Zeit 
in der Quante'nphysik spielen. In der Feldtheorie werden Zustands
gr<5Ben behandelt, die in Raum und Zeit ausgebreitet sind, die Mechanik 
im engeren Sinne hQ-t es nur mit der Zeit als der einzigen unabhangigen 
Veranderlichen zu tun. Die unabhangigen Veranderlichen sind keine 

* Nach einem wichtigen Satz von Plancherel (Rend. Circ. Mat. Palermo 30, 
330, 1910) und Titchmarsh [Lond. Math. Soc. Proc. (2) 23, 279, 1924] hat 
diese Transformation ftlr alle absolut quadratisch integrierbaren Funktionen einen 
klaren Sinn und erhalt (bis auf den Faktor 2 n) das Quadratintegral. 
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gemessenen Gro13en, sie sind ein willkiirlich in die Welt hineingetragenes 
gedachtes Koordinatenspinngewebe. Die Abhangigkeit einer physikalischen 
Grol3e von diesen V ariablen ist also auch nicht etwas durch Messung zu 
Kontrollierendes; erst wenn mehrere physikalische GrofJen vorliegen, 
kommt man durch Elimination der unabhangigen Veranderlichen zu Be
ziehungen zwischen beobachtbaren GroBen. Es mag sein, dafJ unter diesen 
ZustandsgroBen die RaumkoordinatE"n eines Elektrons auftreten; gemessener, 
real markierter Ort und nat.iirlich auch real markierte Zeit sind Zustands
groOen und werden also durch Hermiteschen Formen zu reprasentieren 
sein. Diesem Sachverhalt gegeniiber ist die nicht-relativistische Mechanik 
in der gliicklichen Lage, die Zeit als Zustandsgr<H3e ignorieren zu konnen, 
wahrend die Relativitatsmechanik parallel mit den mel3baren Raum
koordinaten auch die me.6baren Zeitkoordinaten der Teilchen benotigt. 
Eine vollstandige Durchfiihrung der Quantentheorie liegt bisher nur in 
dem Umfang vor, in welchem die Zeit als einzige unabhli.ngige Variable 
und die Zeit nur als unabhangige Variable auftritt. 

Da die Hermitesche Form, welche zu einer physikafomhen Grol3e 
gehort, nichts zu tun hat mit besonderen W erten, welche die GroBe unter 
Umstanden, insbesondere im Laufe der Zeit annimmt, bleibt sie von der 
Zeit unberiihrt. Was sich im Laufe der Zeit t andert, ist allein der 
reine Fall~ (t). Das dynamische Gesetz gibt die infinitesimale Ver
scbiebung an, die ~ (t) wahrend des Zeitelements dt erfahrt: 

d~ 27ti 
dt = --,;-·~E. (54) 

Hier ist iE die infinitesimale unitii.re Abbildung, welche mit der die 
Energie reprasentierenden Hermiteschen Form E gekoppelt ist, h das 
Wirkungsquantum. Die mit dem Vorriicken der Zeit um dt verbundene 
Anderung A(~+ d~) - A(~) irgend einer Hermiteschen Form A(~) ist, 
wie man leicht ausrechnet, 

2 71:i dt 
d.A = -h-(EA-AE). (55) 

dE ist = 0. Bringt man die Hermitesche Form E der Energie auf 
Hauptachsen: 

E(~) = E 1 xJJ1 + E 9 x9 x9 + · · · + EnXnXn, 
so bezeichnen die Nummern 1 bis n die moglichen Quantenzustande, E, 
die zugehOrigen Energiestufen, und in den Gleichungen ( 54) separieren 
sich die Variablen: 

dx,, 
dt 

2niE,, 
h x,,. 

3* 
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Die Integration lli.Bt sich sofort ausfiihren: 

Die Hermitesche Form 
(

2 ntE,. 
x,,(t) = x,,.e -h-). 

ist nach Ablauf der Zeit t iibergegangen in 

mit 
~ aµ,,xµ(t) xv(t) = ~ aµ,,(t) x~,x,, 

) (
2nt(Eµ - Ev)) 

aµ 11 (t = aµ 11 .e h . 

(56) 

Die Komponenten aµ,, im Hauptachsensystem der Energie flihren also 
einfache Schwingungen aus mit den Bohrschen Frequenzen. Nach(56) 
bleiben nicht nur die Energiestufen Ev wahrend der Bewegung erhalten 
sondern auch die Haufigkeiten I Xv (t) j2 = I Xv 12, mit denen sie vertreten sind. 

Das bisher Gesagte gilt fiir e.in abgeschlossenes System. W enn 
man innerhalb eines abgeschlossenen Systems ein Teilsystem ins Auge 
faJ3t, das unter dem Einflu/3 des Restes steht, <lessen Riickwirkung auf den 
Rest aber vernachlassigt wird, so hat man den Fall der von au.Ben ein
geprli.gten Krafte: die Hamiltonsche Funktion hangt explizite von der 
Zeit ab. Die Hermiteschen Formen, welche die Energie und andere 
Gro.Ben u am System darstellen, sind Funktionen der Zeit: .A= A(t; ~). 

Das Gesetz der zeitlichen Verschiebung des reinen Falles ~ (t) bleibt das 
gleiche. Die Formel (31) in§ 6 gestattet die integrale Aneinanderreihung 
der von Schritt zu Schritt in der Zeit sich vollziehenden infinitesimalen 
Drehungen ( 54). So berechne man die Drehung U (t1 , t2), welche von ~ (t1) 

zu ~(t2) fiihrt. Findet die Einwirkung von auBen nur in dem Zei:I,. 
intervall t1 t2 statt, wahrend vor t1 und nach t2 das System abgeschlossen 
ist, so entnimmt man der Matrix U(t1, t2) insbesondere, wie sich die 

W ahrscheinlichkeiten fiir die verschiedenen Energiestufen Eµ <lurch die 
Einwirkung verschoben haben. Darauf bezieht sich die Untersuchung 
von M. Born iiber <las Adiabatenprinzip in der Quantenmechanik*. 

W enn die Zeit nicht me.Bbare GroJ3e, sondern nur unabh:angige 
Variable ist, haben nur solche Beziehungen konkrete Bedeutung, aus denen 

die Zeit eliminiert ist. Tatbestande von diesem Charakter sind in der 

Quantenmechanik eines abgeschlossenen Systems : der Wertevorrat 
welchen eine gegebene Grol3e durchlaufen kann, und die zeitlichen 
Mittel we rte der Wahrscheinlichkeiten W(~), mit denen eine gegeben~ 

* ZS. f. Phys. 40, 167, 1927. 
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Gro13e W erte m gegebenen Gren:1;en annimmt. Handelt es sich um den 

reinen Fall 
~: x,, = Cv e (rv) (cv ;;::::: 0, 'Yv reell), 

so durchlauft ~ (t) nach (56), wenn die Energiestufen nicht 
linearen Rationalitatsbeziehungen geniigen, gleichma.ilig dicht 

durch 
... , 

speziellen 
das ganze 

definierte Gebilde ,P von n reellen Dimensionen. In den Ausnahmefallen 
reduziert sich die Dimensionszahl *· Zur Berechnung der zeitlichen 
Mittelwerte ist Uber dieses gleichmaJ3ig dicht von der Zeitkurve erfiillte 
Gebiet .ti, die ,,Zeitgesamtheit", zu integrieren. 

Ich erinnere noch kurz an die Beziehnng der Energie und der 
Hamiltonschen Gleichungen zu den kanonischen Variablen. Hat das 
mechanische System einen Freiheitsgrad und ist eine Funktion (42) der 
kanonischen Variablen p, q repriisentiert durch die Matrix (41), so sind 

gemaJ3 unserer Festsetzung die beiden Ableitungen :; = fp, :~ = fq 

reprasentiert durch 
+oo 

Fv =if f e(<1P + 't' Q). <1H<1, 't') dod't', 
-oo 

+ 00 

Pq =if f e(oP+'t'Q).'t'~(o,'t')dod't',. 
-oe 

da entsprechende Fourierentwicklungen fiir fp und fq gelten. Wegen (38) 
ergibt die Kommutatorregel (35), wenn man U('t') wieder infinitesimal 
werden la.f3t, die beiden Gleichungen 

P. e (O'P + 't' Q) - e (O'P + 't' Q). P = 't'. e (<1 P + 't' Q), 

Q. e (O'P + 't' Q) - e(<1P + 't' Q). Q = - 6'. e (O'P + 't'Q), 
also 

-Fp = i(QF-FQ), 

Das dynamische Gesetz ( 54) lallt 
funktion ist, nach (55) so fassen: 

dP 2" 
----·F dt - h qi 

Fq = i(PF-FP). 

sich daher, wenn f (p, q) die Energie-

dQ_2n.p 
dt - h p· 

Daraus sieht man: wenn a und b zwei reelle Zahlen vom Produkt It/ 2 n 
sind, reprasentieren aP und b Q Grollen, welche kanonisch sind in 

* V gl. H. Wey I, Uber die Gleichverteilung von Zahl en mod. Eins, Math. 
Ann. 77, 313, 1916. 
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dem Sinne, da.13 fiir sie die klassischen Bewegungsgleichungen 
gelten. Auf diese Weise wird in konkreten Beispielen die Bestimmung 
der Energia als Gro.13e im Gruppengebiet durchgefiihrt. Bei solcher 
Beschreibung kommt das Wirkungsquantum n ur einmal vor: in dem 
dynamischen Gesetz und nicht in den Vertauschungsrelationen. Sie 
basiert auf der Uberzeugung, da.6 die formalen Beziehungen der klassischen 
Physik als solche zwischen den reprasentierenden Matrizen, nicht zwischen 
den angenommenen W erten, bestehen bleiben. 

Will man den geriigten Mangel des Zeitbegriffs der alten vor
relativistischen Mechanik aufheben, so werden die mel.lbaren Gro.Ben: 
Zeit t und Energie E, als ein weiteres kanonisch konjugiertes Paar auf
treten, wie ja bereits das Wirkungsprinzip der analytischen Mechanik 
erkennen lallt; das dynamische Gesetz kommt ganz in Fortfall. Die 
Behandlung eines Elektrons im elektromagnetischen Felde nach der 
Relativitatstheorie durch Schrodinger u. a. entspricht bereits diesem 
Standpunkt *· Eine allgemeine Formulierung liegt noch nicht vor. 

§ 10. Kinetische Energie und Coulom bsche Kraft in der 
relativistischen Quantenmechanik. Innerhalb des Schemas, das 
die Zeit nur als unabhangige Variable kennt, ist wenigstens eine halb
relativistische Mechanik moglich, welche den richtigen Ausdruck fiir die 
kinetische Energie verwendet, aber die potentielle Energie nach wie vor 
als eine Funktion der Lagekoordinaten, und das hei13t doch genauer: 
ihrer simultanen Werte, annimmt. Zur Illustration der Theorie behandle 
ich den Fall eines oder mehrerer Teilchen, deren Lage durch ihre recht
winkligen Koordinaten x, y, z geken.nzeichnet wird. Der Ausdruck der 
kinetischen Energie in den zugehorigen Impulsen u, v, w lautet, wenn m 
die Masse des Teilchens bedeutet und c die Lichtgeschwindigkeit: 

cym2c2+u2+v2+ w2. 

Fiir die Durchrechnung ist es zweckma.Big, die Koordinaten und Impulse 

des Teilchens auf die Ma.Beinheiten 
2 

h bz w. m c zu beziehen; dann 
• nmc 

sind sie dimensionslose Gr5.Ben U.nd zugleich mit der von uns befiir
worteten N ormierung der kanonischen Koordinaten in Einklang. Es 

handelt sich darum, die Abbildung oder Hermitesche Form zu kon
struieren, welche dieser Gro.13e entspricht im Raume der Funktionen 
1jJ (x, y, z). Als Musterbeispiel diene der eindimensionale Fall. Es ist 

* Siehe etwa E. Schrodinger, Abhandlungen zur Wellenmechanik, Leipzig 
1927, S. 163, = Ann. d. Phys. (4) 81, 133, 1926. 
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die Fourierzerlegung von V 1 + u2 vorzunehmen. Im Sinne friiherer 
Bemerkungen hat man diese Funktion zunachst etwa durch 

e-alitlfl+u2 (57) 

zu ersetzen mit einem kleinen positiven a und dann a gegen 0 konver

gieren zu }assen. Setzen wir 

00 

~9? f e-aitVl +u2e-iuuau = Ga(<1), 
'Jt ~ 

(58) 

0 

80 ist die der Gro.6e (57) korrespondierendP. Abbildung 

+oo +oo 
1/J (x) - 1/J~ (x) = f 1/J(x - 6) Ga (6) d 11 = f Ga (x - ~) 1/J (~)a~' (5!J) 

-oo -00 

die Hermitesche Form der willktirlichen Funktion 1/J(x) lautet: 

+""' f J Ga(X - ~) 1/J(X) ij;(~) dx d~. 
-= 

Um an der geraden Funktion Ga ( 6) fiir '1 > 0 den Grenztibergang 
zu ix= 0 zu vollziehen, schlagen wir in dem Integral, von dem nGa('1) 

nach (58) der Realteil ist, den Integrationsweg in die negative imaginare 

Halbachse hinuber: u = - it, ind em wir die Singularitat u = - i 
nach rechts hin umgehen : 

1 00 

- i J e-<11 -ia> t Vl - t2 dt - J e-<17 -ia)t ft2 - 1 dt. (60) 
0 1 

Im Limes fiir a = 0 ist der Realteil also 
co 

G(o)=-!Je-utVt9 ldt 

1 

Daraus liest man sofort ab, da.13 

1 
- G(6) = - -I'(a) 

n62 

(o > O)~ 

ist, wo I' fiir o = 0 nur noch logarithmisch unendlich wird. In (59) 
macht der Grenziibergang zu a = 0 an dem I'-Teil keine Schwierigkeit. 

In (60) ist der erste Summand bei rx + i a = 0 regular, der zweite hangt 
eng mit derjenigen Hankelschen Zylinderfunktion erster Ordnung H 
zusammen, die mit positiv wachsendem 6 exponentiell zu 0 geht; er ist 
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" li h H (a+ ic5) D . t b" .e • dd' . h" n .. m c = · arum is is au1 emen a ihv mzutretenden 
ot: +io 

Teil, der an der kritischen Stelle OG + i 6 = 0 nur logarithmisch un
endlich wird, 

1 1 
Ga(d),...., --9?--

n (cJ - ia)2 

So kommt als Reprasentation der kinetischen Energie die Operation 

+ <X. 

1/J(x) - 1// (x) = t/J* (x) + f I'(x - ~) t/J (~) d~, (61) 
-oo 

+"" 
- 1/J* (x) = lim m ]:__ J 1/J (~) d ~ 

z-z n (z-~) 
-oo 

(der Einfachheit halber ist t/J reell angenommen). Der Grenziibergang ist 
so zu verstehen, dal3 z komplex = x + i y ist mit positivem· Imaginii.r
teil y und y zu 0 strebt. Das in der letzten Gleichung hinter dem 
Zeichen 9? stehende Integral ist das i-fache der Ableitung derjenigen 
analytischen Funktion in der oberen Halbebenc1 y > 0, deren Realteil 1/J 

auf der reellen Achse mit unserem t/J (x) zusammenfallt. -1/J* (x) ist 

demnach die nach der inneren Normale n genommene Ableitung ~: 
dieser Potentialfunktion am Ran.de. Da das fiber den Rand erstreckte 

Integral von - t/J d t/J nichts anderes ist als das Dirichletsche Integral 
d1i 

D ( t/J) iiber die obere Halbebene, haben wir schlieiilich als die der Gro13e 
fl +u2 zugehtirige Hermitesche Form: 

+oo 
. D (1/J) + J J I'(x - ~) 'ljJ (x) 'ljJ (~) dx d~. 

W enn es sich um ein einzelnes Teilchen handelt und eine (in der Einheit 
mc2 gemessene) potentielle Energie V(x) da ist, besteht das Eigenwert

problem darin, 
+oo +co 

D (t/J) + J J I'(x - E) 1/J (x) 1/J@) dx d6 + J V(x) 'ljJ2 (x) dx 
-co -- 00 

+oo 
zum Extremuro zu machen unter der Nebenbedingung J 1jJ2 dx = l. Die 

-oo 

Extremalwerte J.. sind die Energiestufen. 
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Es ist klar, da.6 die Operation (61), wenn sie zweimal ausgefiihrt 
wird, zu derjenigen fiihren mu.B, die 1 + u9 korrespondiert, d. i. zu 

t/J (xJ + :x~ . Deshalb kann die Schwingungsgleichung fiir das einzelne 

TeHchen auch in der .Form einer gewtlhnlichen Differentialgleichung 

angeschrieben werden: 

d,IJ. 1/J 
dx2 + 1/J(a:) = (l - V(x))ll 1/J(x). 

Aber bier tritt der Eigenwertparameter .a nicht mehr in linearer Weise 
auf, und die Halfte der Eigenwerte sind falsche. Auf solchem Wege 
gelang es Schrl>dinger und P. Epstein, die Energiestufen und Eigen
funktionen des W asserstoffatoms relativistisch zu berechnen *· W enn 
aber mehrere Teilchen im Spiel sind, ist es unmtiglich, durch Iteration 
zu Differentia.lgleichungen zu gelangen. 

Wenn die wirkenden Krafte Coulombsohe KrlUte sind, die von 
einem festen Kern ausgehen, ist es zweckmlt.6ig, die Komponenten 'P der 
rein en Falle im Hauptachsensystem der I mpulskomponenten zu benutzen. 
Die kinetische Energie ist dann einfach reprasentiert duroh die Multi-

plikation 
<p __,,.. rp': rp' (u, v, w) = Yl + s9

• <p (u, v, w) 

(s11 = u2 vll + w11). 

Es gilt, die reprasentierende Hermitesche Form flir das Potential l/r 
(r2 = tt,9 + ya + $i) zu linden. Ans Konvergenzgriinden werde 1 / r 

e-lr 
zunltchst ersetzt durch -- , wo l eine kleine positive Konstante ist. 

r 
Fiir das Integral in der Fourierzerlegung dieser Funktion 

_1_ tJ· f e-lr e-i(az + f1'11 + rz> dx dy d$ 
(2 n)3 J J r 

-oo 

findet man leicht <lurch Einfiihrung von Polarkoordinaten 

* E. Sch rodinger, Abhandlnngen zur Wellenmechanik, 1927, S.164, =Ann. 
d. Phys. (4) 81, 1841 1926. P. S. Epstein, Two Remarks on Schrodillger's 
Quantum Theory, Proc. Amer. Nat. Acad. 13, 94, 1927.' 
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Die gesuchte Ahbildung ist also diejenige, welche <p (u, v, w) verwandelt in 
+oo 

P<p(u,v,w) = 2 ~2 JJJ <p(u+rt,v+fJ,w+y)d°'~~dy 
-ex; 

+oo 
1 JJf <p(u,fJ,r)dudfJdy 

= 2 :71:2 J (u - rt)2 + (v - [j)2 + (w - rY2 (62} 

-?C 

2 J :71: Ma(<p)d11. 
0 

In der letzten Gestalt bedeutet M0 (<p) den Mittelwert der Funktion <p 

auf der Kugel vom Radius 6 um den Punkt (u, v, w) im Impulsraum. 
Behalt man l zunachst noch bei, so tritt im Ausdruck (62) der Summand l9 

im N enner hinzu. Die Funktion, die sich so ergibt, ist im vierdimen
sionalen Raum mit den Roordinaten ii, v, w, l diejenige Potentialfunktion F, 
welche aus der Massenbelegung der "Ebene" l = 0 mit der Dichte <p 

entsteht. P<p sind ihre Werte auf der belegten Ebene. Da offenbar 

-oo 

ist, wo 1, 2, 0 = (rt {j y) drei Punkte im Impulsraum bedeuten und 1·10 , 

r llo, r 1 2 ihre gegenseitigen Abstande, liefert die Wiederholung P 2 von P 
den ProzeB, der im dreidimensionalen Impulsraum <p liberfiihrt in die 
durch die Raumbelegung <p erzeugte Potentialfunktion W. Es gilt be

kanntlich 

Man wird nach Kugelfunktionen zerspalten. .Benutzt man die oben 
erwahnte vierdimensionale harmonische Funktion F und macht den Ansatz 

F = Yn.F(s,l), 

in welchem Yn eine nur von der Richtung it : v : w abhangige Kugel

funktion n-ter Ordnung sein soll, so genligt im oberen Halbraum l > 0 
der nur von s und l abhangige Faktor F der Gleichung 

a ( l! dF') l! a2 
F - ( 1 F' a 8 .8 a 8 + 8 a z2 - n n + ) I 

und die Operation P bedeutet den Ubergang von den Randwerten ihrer 
normalen Ableitung zu ihren eigenen Randwerten. Vielleicht ist es 
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bequemer, statt F(s, T) die Funktion sF(s, Z) = F* (s, "{) zu betmtzen. Fiir 
sie Iautet die Differentialgleichung 

il" F* a2 F* n ( n + 1) ~. 
(fS2 + 7Jl2. = s2 E 'i'. 

F* ist eine Funktion in der oberen Halfte l > 0 einer (s, Z)-Ebene, welche 
bei Spiegelung an der 1-Achse ungerade ist. - lndem man in (62) den 

Faktor l /R2
, 

R2 = (u - a)2 + (v - {J)2 + (w - 7')2 = s2 + 6'2 
- 2 s <i coi:; &, 

nach Kugelfunktionen P 11 (cos&) entwickelt: 

1 1 00 

R 2 = 
4
- ~ (2n + 1)Ln.P11.(cos{}), 

· 86' n=o 

erhalt man, wenn analog 

angesetzt wird, als Ausdruck der Operation P an solchen Funktionen die 

Formel "" 
1 J (s2 + <i~ 

q:>*(s)-2n Ln, 2s6' )·q:>*(<J)d<i, 
0 

+i 
L J Pn(x)dx 

n(t) = t - X • 

-1 

W enn das Einkorperproblem vorliegt, wird man, auf die Gefahr hin, 
eine Serie falscher Eigenwerte einzuschmuggeln, P iterieren und dadurch 
zu einer reinen DifferentialgJeichung kommen. Fiir das nichtrelativistische 
Wasserstoffatom sind die Eigenfunktionen q:>>n (u, v, w), die <lurch die 
Fourie.l'sche Transformation aus den Schrodingerschen Eigenfunk
tionen 1/Jn (x, y, $), den Laguerreschen Polynomen, hervorgehen, in 
meiner Dissertation angegeben *. Sie konnen auch sehr schc>n direkt auf 
dem bier skizzierten Wege gewonnen werden. Im Mehrkorperproblem 
versagt die Iterationsmethode. 

Coulombsche Krafte zwischen mehreren beweglichen 
Teilchen. Dem reziproken Abstand 1/r12 zweier Teilchen 1 und 2 
entspricht im Gebiet der Impulsfooktionen q:> (u1, v1, w1 ; u2 , v2, w2), wie 
man auf die gleiche Weise erkennt, die A bbildung 

+oo 

'fJ - q:>' = /'1t2 J J J q:> (u1 + a, V1 + fJ, w1 +Yi 
-oo du dfJ dr 

U2 + u, Vll + R, W. + 111) 2 2 ll fl~' u+fJ+y 

* Math. Ann. 66, 307-309, 317-324, 1908. 
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Die Bezeichnung soil natiirlich nicht ausschlie.Llen, da.Ll cp auch von den 
lrq.pulsen der iibrigen Teilchen abhangt, diese werden aber. von der Trans
formation nicht mit betroffen. 

Mathematischer Anhang. 

Beweis des Satzes von der. Hauptachsentransformation 
einer unitaren Abbildung. Ist die unitare Abbildung A= II aik II 
gegeben, so bestimmen wir einen Vektor ~ =t= 0, der <lurch A in ein 
Multiplum von sich selber iibergeht: 

n 

~A = E ~ oder ~ ai k xi = E xk. 
i=l 

Wahlen wir E als eine Wurzel der Sakulargleichung 

det (E 1- A) = 0, 

(63) 

so existiert tatsachlich ein derartiger V ektor ~ = e1• Ind em wir seinen 
Betrag zu 1 normieren, erganzen wir ihn durch weitere n - 1 Vek
toren e

2
, ••• , en zu einem normalen Koordinatensystein. Da in ihm die 

Gleichungen (o3) .fi.ir el' d. i . .filr X1 = 1, X9 = 0, ... , Xn = 0 erftlllt 
sind1 ist jetzt 

a11 = E, au = ... = ai n = O. 
Die Quadratsumme der absoluten Betrage der ersten Koeffizientenzeile 
in A mu/3 1 sein, darum ist IE I = 1. Aber auch die absolute Quadrat
summe der Glieder, welche in der ersten Spalte stehen, ist = 1, und 
das lie.fert 

1 + I a2 l 1
2 + · · · + I an 1 1

9 = 1, a.21 = · · · = ~n 1 = 0. 
Das ist der entscheidende Schlu/3. Die Matrix A zerfallt nunmehr in 
der aus dem Schema ersichtlichen Weise: 

• 
E 0 0 0 

0 ag2 ass a2n 
0 ass ass asn 

0 an2 ans ann 

Durch Induktion in bezug auf die Dimensionszahl n ist damit der Beweis 

vollendet. 
Liegt die unitare Abbildung A in der Normalform vor, mit den 

Termen ai in der Hauptdiagonale, so geniigen der Gleichung (63) o.ffenbar 
alle und nur diejenigen Vektoren, welche sich aus Grundvektoren ei zu
sammensetzen, .fiir die a, = E ist. Daraus geht hervor, da.13 die ver
schiedenen Eigenwerte a', a", ... mit ihrer Vielfachheit und die zu-
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ehorigen Teilraume ffl (a'), ffl (a"), ... , von denen in § 1 die Rede war, 
!indeutig durch A bestimmt sind. 

Wenn A= II aikll 1 B = 11 btkll vertauschbare unitare Matrizen 
sind, lassen sie sich simultan auf Hauptachsen transformieren. 
Beweis: A kann sogleich in der N ormalform angenommen werden, in 
welcher nur Glieder ai in der Hauptdiagonale auftreten. Die Vertausch
barkeitsforderung besagt 

(64) 

Wir teilen die Indizes in Klassen, indem i und k in dieselbe Klasse 
kommen, wenn ai = ak ist. Die Gleichung (64) zeigt, daB bik = 0 ist, 
wenn die Indizes i und k verschiedenen Klassen angehiiren; d. h. B zerfallt 
in der gleichen Weise in Teilmatrizen: B', B", ... , die sich langs der 
Hauptdiagonale aneinanderreihen, wie sich die a, in Klassen unter
einander gleicher aufteilen: a', a", . . . Die Abbildung B la.13t die zu den 
Eigenwerten a', a", ... gehorigen Teilriiume Ul(a'), ffl(a"), ... einzeln 
invariant. Die Normalform von A wird nicht zerstiirt, wenn die Variablen, 
welche der gleichen Klasse angehoren, untereinander unitar transformiert 
werden, Durch geeignete Wahl dieser einzelnen unitaren Transforma
tionen in den Raumen ffl (a'), 9t (a"), ... kiinnen aber B', B", ... auf die 
Normalform gebracht werden. - Das Verfahren ist ohne weiteres auf 
irgend eine kommutative Gesamtheit von unitaren Matrizen zu iiber
tragen. 

Der Satz von der Hauptachsentransformation der Hermiteschen 
Formen ist ein Grenzfall des soeben bewiesenen, kann aber auch nach 
der gleichen Methode direkt abgeleitet werden. Der Schlu.13 von 

a12 = · · · = a1 n = 0 auf a21 = · · · = an 1 = 0 

geschieht hier vermiige der Symmetriebedingung akt = aik· 

Beweis des Satzes, daJ3 eine unitare Abbildung A not
wendig =El ist, wenn sie mit allen unitaren Abbildungen 
eines gegebenen irreduziblen Systems U vertauschbar ist. 
Man fiihre dasjenige normale Koordinatensystem ein, in welchem A mit 
den Eigenwerten a1 zur Diagonalmatrix wird. Sind nicht alle a einander 
gleich, so zerfallen die samtlichen Matrizen U der vorgegebenen Gesamt
heit in der gleichen Weise, wie die ai in Klassen untereinander gleicher 
zerfallen; A bewirkt dann einen simultanen Zerfall aller Matrizen des 
Systems U. 
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Den Satz iiber die lineare Transformation einer nicht
ausgearteten schiefsymmetrischen reellen Bilinearform 

I 

~ cikXiYk (cki = - ci1c) (65) 
i, k= 1 

beweist man so. Man fasse das einzelne Zablsystem (x1' x2 , ••• , x1) als 
einen V ektor ~ auf und bezeichne (6 5) als das schiefe Produkt (~ ~] der 
beiden Vektoren ~ und 9 = (Yi)· Man wahle einen Vektor e1 ::/= 0. N ach 
V oraussetzung ist [ e1 ~] nicht identisch in ~ gleich 0; ich kann also einen 
zweiten Vektor e2 so finden, daLJ [ e1 r 2] = 1 ist. Die simultan zu er
flill.enden Gleichungen 

[e1 ~] = 0, [e 11 ~] = 0 

haben mindestens f - 2 linear unabhangige Losungen e8 , .•• , e,. Auch 
zwischen ihnen und e1, e2 findet keine lineare Relation statt. Denn ist 

~ = S1 e1 + S2 ell + Ss es + · · · + St er = 0, 
so folgt durch Bildung der beiden schiefen Produkte (e1 ~] = s2, 

e2 ~] = - s11 daB s1 = s2 = 0 wird. Man kann also el' e2, ••• , e1 als 
Koordinatensystem, als Vektorenbasis verwenden. In den darauf beziig
lichen Komponenten Si• 'l'Ji der beiden Vektoren ~ und 9 laute das schiefe 
Produkt 

f 

[~91 = ~ rikgi'l'Jk· 
i, "= 1 

GemaB der Bestimmung der Grundvektoren gilt fiir die Koeffizienten 

fik = (etek]: 
i'11 = 0, r12 = 1 j i'1 8 = 0, . '•1 i'If = 0, 

1'21 = - 1, 1'22 = 0; Y2s = 0, ... , 'Y2r = 0. 
W egen der schiefen Symme.trie sind infolgedessen auch alle ro1 i'i2 

mit i = 3, ... , f gleich O; und die Matrix der rik zerfallt in das zwei-

reihige Quadrat 11-~ ~ ll und eine (f - 2)- dimensionale schiefsym

metrische Matrix. Durch Induktion in bezug auf die Dimensionszahl f 
ergibt sich der behanptete Satz. 



Die Eindeutigkeit der Schrodingerschen Operatoren. 

Von 

J. v. Neumann in Berlin. 

1. Die sogenannte Vertauschungsrelation 
h 

PQ-QP=-.1 
2ni 

ist in der neuen Quantentheorie von fundamentaler Bedeutung, sie ist es, 
die den ,,Koordinaten-Operator" R und den ,,Impuls-Ope:rator" Pim wesent
lichen defi.niert1 

). Mathematisch gesprochen, liegt darin die folgende An
nahme: Seien P, Q zwei Hermitesche Funktionalope:ratoren des Hilbertschen 
Raumes, dann we:rden sie duroh die Vertauschungsrelation bis auf eine 
Drehung des Hilbertschen Raumes, d. i. eine unitare Transformation U, 
eindeutig festgelegt 2). Es liegt im W esen de-r Sache, daB noch der Zusatz 
gemacht werden muB: vorausgesetzt, daB P, Q ein irreduzibles System 
bilden ( vgl. weiter unten Anm. 8) ). Wird nun, wie es sich durch die 
Schrodingersche Fassung der Quantentheorie als besonders giinstig erwies, 
der Hilbertsche Raum als Funktionenraum interpretie-rt - de:r Einfachheit 
halber etwa als Raum aller komplexen Funktionen f(q) (-co< q < + oo) 

+CX> 

mit endlichem JI f ( q) j2 dq -, so gibt es nach Schrodinger ein besonders 
-co 

einfaches Losungssystem der Vertauschungsrelation 

Q: f(q)-+ q f(q)' P: f(q) _.. 2:i da~ f(q) 3). 

1
) Vgl. Born-Heisenberg-Jordan, Zeitschr. £.Phys. 3!1: (1925), S. 858-888, ferner 

Dirac, Proo. Roy. Soc. 109 ( 1925) u. f. Besonders in der letztgenannten Darstellung 
ist die Rolle dieser Relation fundamental. Einen interessanten Versuch zur Begriindung 
des im folgenden zu diskutierenden Eindeutigkeitssatzes machte Jordan, Zeitschr. f. 
Phys. 87 ( 1926 ), S. 383-386. Indessen beruht dieser auf Konvergenzannahmen iiber 
Potenzreihen unbeschrl!.nkter Operatoren, deren Giiltigkeitsbereich fraglioh ist. 

2
) Dieselbe bewirkt ein Ersetzen von P, Q durch UP u-1 , U Q u-1

, wodurch weder 
<ler Hermitesohe Chara.kter noch das Bestehen der Vertausohungsrelation beriihrt wird. 

3
) Vgl. Schrodinger, Annalen d. Phys. 79 (1926), S. 734-756. 
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Sind nun dies die im wesentlichen einzigen ( irreduziblen) Losungen der 
Vertauschungsrelation 1 

Indessen ist die .A.ufgabe in dieser Form nicht geniigend prazis for· 
muliert. Denn als P, Q sind, wie es die Schrodingerschen Losungen zeigen, 
auch unbeschrankte, nicht iiberall de:finierte Operatoren ins .A.uge zu fassen, 
und fiir diese wird der Operator P Q - Q P nicht iiberall de:finiert sein, 
wahrend es der ( auf der anderen Seite der Vertauschungsrelation stehende) 

Operator 
2

: i 1 ist. Die beiden Seiten konnen also nur gleichgesetzt werden, 

wenn ihre De:finitionsbereiche ( d. h. der der linken Seite) nii.her umschrieben 
werden. Dieser Schwierigkeit kann man folgendermaBen aus dem Wege gehen: 

Durch formale Operatorenrechnung folgt a.us der Vertauschungsrelation 
(F(x) analytisch, F'(x) seine .A.bleitung, vgl. .A.nm. 1

)) 

PF ( Q) - F ( Q) P = 2: i F' ( Q) , 

2ni {Jz 

und bieraus fiir F(x) =eh 

2ni 2ni 
e-11PQ PeTPQ= P+,Bl. 

Riera.us folgt wieder formal 
2ni ~;d 

e - T /J Q F ( P) e T P Q = F (P + p 1), 

Sni 
-o::i; 

und somit fur F(x) = e" 

Diese Gleichung ist von Weyl aufgestellt und als Ersatz der Vertauschungs
relation vorgeschlagen worden 4). Ihr gro.Ber Vorzug besteht in folgendern: 
Es ist unter U mstanden moglich, mit Hilfe der Operatoren P, Q einpara-

2 n i o:P ~PQ . 
metrige Scharen U(") =eh , V(fJ) =e 11 zu defimeren, die unitar 
sind, uncl elem Multiplikationsgesetz 

U(") U(/3) = U(rt + (3), V(a) V(,B) = V(a + /3) 

geniigen II). Dann stehen auf beiden Seiten der Weylschen Gleichung 
9ni a:{J 

U(rt) V(fJ) = e h • V({J) U(a) 

4) Vgl. Weyl, Zeitsohr. £.Phys. 46 (1928), Seite 1-46. 
6) Vgl. Weyl, Anm. '), ferner Stone, Proo. of Nat. Academy 1980. Im Sohrodinger

sohen Falle wird, wie man leioht erkennt: 

U(a): f(q)-+f(q+ct.), 
2ni/J -!l 

V(µ): f'(q)-+e h f(q). 
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unitare, also beschrankte und iiberall definierte Operatoren, so da.13 ihr Sinn 
ein vollig klarer ist. 

Es bliebe daher zu zeigen, da.13 die einzigen irreduziblen Losungen 6 ) 

der Weylschen Gleichungen die Schrodingerschen \ d. h. die aus Anm. 5)) 

sind. Beweisansatze hierfur gab Stone (vgl. Anm. ~)) an, jedoch ist bisher 
ein Beweis au£ dieser Grundlage, wie mir Herr Stone freundlichst mitteilte, 
nicht erbracht worden. 

Im folgenden soll der genannte Eindeutigkeitssatz bewiesen werden. 
Wir werden sogar alle ( auch die reduziblen) Losungen angeben konnen. 

2. Sei S) der Hilbertsche Raum. ( etwa durch alle Folgen komplexer 
CX> 

Zahlen { x1 , x2 , ••• } mit endlichem 2) J x,. J9 realisiert; oder auch durch alle 
n==l + oo 

komplexen Funktionen f ( q), - co < q < +co, mit endlichem J J f ( q) 1
2 d q). 

-oo 

Wir beniitzen die geometrische Terminologie in Sj, indem wir das ,,innere 
+oo 

Produkt" (f. g) (gleich ,2 xn y
11 

bzw. J f (q) g(q) dq) und den ,,absoluten 
n=1 -cc 

Betrag" JfJ = {({;() (gleich v llxnl 9 bzw. y_[ir(q)l 2 dq) einfiihren 7
). 

Wir werden ausschlie.13lich beschran'Jrt..lineare ( uberall definierte) Opera.toren 
in S) betrachten, den transponiert-konjugierten Operator des Operators .A 
nennen wir .A* (er ist durch (.Af, g) = (f, A*g), (f, Ag)= (.A*f, g) de
finiert ). Wir erwahnen noch eins: W enn der Operator A (ct) vom Para
meter u abhangt, so nennen wir diese Abhangigkeit meBbar, wenn alle 
Funktionen (.A (ct) f, g) (dies sind komplexe Zahlenfunktionen der reellen 
Zahlenvariablen IX, dagegen betrachten wir f, g als Parameter) im Lebesgue
schen Sinne in IX me.13ba.r sind 8). Da..13 mit .A (IX) auch aA (ct), .A (IX)* und 
mit A (IX), B (ct) auch A (IX) + B (ct) meBbar ist, ist kla.r, ab er auch 
A (ct) B (ct) ist es. Dies folgt aus den bekannten Regeln der Matrizenmulti
plikation, oder auch direkt, rp1 , cp~, ... sei ein vollstandiges, normiertes. 

6) Ein System von Operatoren A, B, ... (im vorliegenden Falla besteht es aus 
alien U(ix) und T'({J)) heiBt irreduzibel, wenn es auBer 0 und dem vollen Hilbertsohen 
Raume keine abgesohlossene Linearmannigfaltigkeit ( d. h. Hyperebene) fill mit der 
folgenden Eigensohaft gibt: mit f gehoren auoh .Af, Bf, ... zu \UL Vgl. auoh die 
Ausfiihrungen im Buoh von Born und Jordan, Elementare Quantenmeohanik. Berlin 1930. 

?) Vgl. E. Schmidt, Rend. Ciro. Mat. Palermo 25 (1908), S. 57-73, ferner die 
Arbeit des Verf., Math. Annalen 102 (1930), S. 49-131, an die die Bezeiohnungs
weise anlehnt. 

8) Sei <p1 , <p2 , ••• ein vollstandiges, normiertes Orthogonalsystem in s;.i. Dann 
"" 00 M N 

ist f = .2 x,. rp,., g = .2 Yn cp,., also (A (ix) f, g) = limes .2 2 xm x,. (.A (ix) <p 111 , IPn)• 
n=l n=1 M,N-+r:t:J m=1n=1 

Somit geniigt die MeBbarkeit der (A (ix) rp,,., <p,.), d. h. der Matrizenelemente von ~4 (a) 
im Koordinatensystem der rpi., rp2 , •••• 
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Orthogonalsystem: 
co 

(A (a) B (a) f, (}) = ( B (a) f, A (a) * (}) = _2 ( B (a) f, rp n) ( rp 
11

, A* (a) g) 
n=1 

co,....----
= .2(A(a) g, i:p .. )(B (ex) f, <p,.). 

n=l 

Dasselbe gilt, wenn an der Stelle vo:q. a mehrere Variable a, f3, ... stehen. 
Wir kehren nun zu unserem Problem zurti.ck, ersetzen aber in V(,B) 

h fJ durch 2 :TC f3. Dann lautet es so: 

Alle U (a), V ({J) seien unitare Operatoren, die me[3bar von CG, ,8 ab
hiingen. Es gelten die Relationen 

U(a)U({J)=U(a+fi), V(a)V(,8)=V(a+,8), 
U(a) V(f3) = e-taPV(,8) U(a). 

Alle derartigen Systeme sind zu bestimmen. 

W enn wir die ( von a, f3 me13bar abhangende, uni tare) Operatorenschar 

S(a, (3) = e-fia.flU(a) V({J) = e:/ria.P V(P) U(a) 

einfiihren, so konnen wir die obigen Relationen zu 

S (a, f3) S ( r, o) = et i <a. a - /J rl S (a + r, (J + o) 
zusammenfassen. Infolgedessen ist S ( 0, 0) die Einheit, und daher S (- a, -/3) 
zu S(a, f3) reziprok, also S(a, /3)*= S(- a, -{J). Es sollen nun Linear
aggregate der S (a, {3) betracb.tet werden, diese werden folgendermaBen de
:finiert: Sei a (a, ,8) eine iiber die ganze a, {J-Ebene absolut integrierbare 
Funktion, dann ist wegen der Schwarzschen Ungleichheit 

I (S (a, /3) f, (J) I s Is (a, ,8) f I· I (JI = If I· I g 1. 
d. h. besohrankt, also auch das Integral 

J J a (a, f3) (S (a, fJ) f, g) dadf3 
absolut konvergent. Und zwar ist es, wenn wir c = J J J a, (a, f3) I dad f3 
setzen, absolut ~ c ·If I\ g I· Dabei ist es in f linear und in g konjugiert
linear. Daher ist ein Satz von F. Rie.B anwendbar 9

), wonach bei festem f 
ein f* existiert, so da.!3 dieser Ausdruck fur jedes g = (f*, g) ist, und zwar 
ist I r* I < c · I f I· r* ist <lurch f bestimmt, und zwar ist die Abhangigkeit 
linear, wir konnen also einen linearen Operator A durch A f = f* definieren, 
nach der obigen Formel ist A auch beschrankt. Wir scb.reiben symbolisch 

A= J J a(a, (3) S(a, {J) dad(3, 

obwohl die Definition eigentlich 

(.A. f, g) = J J a (a, {J) (S (a, {J) f, g) dct d(3 

lautet. a (a, {J) heille der Kern von A. 

o) Vgl. auch a. a. 0. Arnn. 7), Math. Annalen 102 (1930), S. 94, Anm. 6~). 
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Wir beweisen einige Rechenregeln fur diese Operatoren. Da.13 aA den 
Kern a a( ct, fJ) hat, ist klar, A* hat wegen 8 (a, /J)* = S ( - ct, - (J) den 

Kern a(- a, -{J), AS(u, v) und S(u, v)A wegen der Multiplikations
regel der S (ft, f3) den Kern 

fi(ixv-fiu) ( (3 ) e a rx-u, '.} - v b -j·i(cxV-fiU) ( R ) zw. e a a - u, 1_, - v . 

Haben A,B die bzw. Kerne a(a,/J), b(ot,(J), so hat A+B offenbar 
a (a, (3) + b (a, f3), bei AB dagegen ist eine kleine Rechnung notwendig: 

(ABf,g) (Bf,A*g)=ffb(rx,(J)(S(a,/J)f,A*g)dad(3 

= J J b (a, (J) (AS (a, {J) f, g) dftd{J 

= f J f J l> (a ' /l) et i(p P-J cx) a ( r - fX l 6 - (:J )( s ( r, 0) f, g) d ft d /3 d r d 6 

ff [J f et-t<rfl-vcx> a (r a, o - P) 1> (ix, fJ) do: dfJ] (S (r, o} f; g) dr do. 

Der Kern von AB ist also (statt y, J schreiben wir wieder a, {J, statt 

"' f3 ~' 'YJ) J J et£<r1.1i-t1~J a(a - ~. {:J - 'YJ) b (~, 'l'J) d~ dfJ. (Die absolute 
Integrierbarkeit folgt a.us der Deduktion.) 

Schlie13lich zeigen wix: wenn A verschwindet, ao ist auch sein Kern 
(bis au£ eine Lebesguesche Nullmenge) gleich 0. Aus A = 0 folgt namlich 
S(-u, -v)AS(u,v)=O, also, dadiesesdenKe:rn ei(atJ-fJu>a(a,fJ) hat, 

J J ei(av-Pi&) a (a, {J) (S (a, {J) f, g) da:d{J = 0. 

Somit ist j edenfa.11s 

J J P(a, {J) a(a, f3) (S (a, {J) f, g) dadfJ = 0, 

wenn P(ix, fJ) ein Linearaggregat von endlich vielen e'Cka+l/J) ist, also fur 
jedes trigonometrische Polynom mit einer Periode 'P > 0 in «, fJ. Da der 
zweite Faktor absolut integrierbar ist, und der dritte beschrankt, konnen 
wll: mit dem ersten ( P (a, f3)) Grenziibergange ausfiihren, falls dieser dabei 
gleich.ma.Big beschriinkt bleibt. So konnen wir die Klasse der P( a, fJ) suk
zessiv erweitern: 1. zu allen stetigen Funktionen mit einer Periode p > 0 
in a, fl, 2. zu allen beschrankten stetigen Funktionen, 3. zu allen beschriinkten 
Funktionen der ersten Baireschen Klasse. Wenn also ffi: ein beliebiges (end
liches) Rechteck in der a, ,8-Ebene ist, so konnen wir P (ex, /3) in ffi gleieh 1 
und au.Berhalb 0 setzen, es wird: 

ff a(ct, /3) (FJ (ct, P> r. u) dr1.afJ = o 
lit 

fiir alle diese ffi:. Daher ist ( mit Ausnahme einer «, /J-Nullmenge) 
ti (a, fJ) ( B (ix, {J) f, g) = 0. Dies gilt bei festem f, g, ist ab er nur f fest, 
wahrend g ein vollstandiges normiertes Orthogonalsystem durchlauft, so 
gilt es fur dieses f und a.lie gena.nnten g auch noch mit Ausnahme einer 
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a, (J-Nullmenge. In diesem Falle ist aber a (rt, p) S (a, p) f = 0. Da nun 
filr r+o IS(a,,B)fl=lfl>O ist, mu.13 dann a(a,fJ)=O sein-womit 
alles bewiesen ist. 

3. Die Losung des Eindeutigkeits-Problems wird durch Betrachten des 
Operators 

gewonnen. Dieser Operator ist nach unseren bisherigen Resultaten hermitesch 
( d. h. A = A*) und + 0, und hat auI3erdem die bemerkenswerte Eigen
schaft, da.B sich AS ( u, v) A nur um einen Zahlenfaktor von A unter-

scheidet. In der Tat hat A den Kern e-!cx•-tPo, also S(u, v)A den Kern 
-ti(cxv-Pu) -!<cx-u)•-t(fi-v)' l AS( )A e e : a so u, v 

J J efi(«•1-/J~> e-!(«-'l'-l<P-•1>• e -li(;v-11uJ e-!c~-u>'-t('7-11J' d~ d'YJ 

=ff e-t;•-t11•+<t«+tu-iiP-fivH+<t.e+tv+ficx+!iu)'l-t"'•-tP-!u•-tv• d; d'YJ 

-tu•-1;t1' -.f cx•-J;p• ff -i-~•+t (C"t+u-iP-it1)-i11•+!i(«+u-ip-iv)11d t d 
=e e e - "' 'Y/ 

-!u•-t11• -i-C"t'-iP' JJ -f (;-f ("+u-iP-i11))2-!(11-ii<cx+u-iP-iv))9 d t d 
=e e e -· "' 'Y/ 

= e-tu•-iv• e-tcx•-ifi• J J e-tz•-ty• dx dy 

= 2 :n: e-tu•-tv•. e-icx•-!P. 

Hierin ist der erste Faktor konstant und der zweite der Kern von A, 
also gilt 

Wir betrachten nun die Losungen der Gleichung A f = 2 :n: f> da A 
linear-besohrli.nkt ist, bilden sie eine abgeschlossene Linearmannigfaltigkeit 
im Hilbert:.schen Raume, WC. Jede von ihnen hat die Form Ag (mit 

g = 
2
1

7
/), und umgekehrt gehort jedes Ag zu ihnen> da A2 = 2 30·A ist 

(man setze in der obigen Gleichung u = v = 0). Die zu W1 orthogonale 
abgeschlossene Linearmannigfaltigkeit sei SJC, die Elemente f von SJC sind 
<lurch Orthogonalitat zu alien Elementen von Wl gekennzeichnet, d. h. zu 
allen Ag. D. h.: immer (f,.A.g) = 0, oder: immer (.A.f,g) = 0, oder: Af=O. 

W enn f, g zu WC gehoren, so ist 

( S (rt, fJ) f, S ( y, i5) g) = 4 ~ 2 ( S (a, (J) A f, S ( y, a) A g) 

= 4 ~~ (AS (- y, - o) S (a, /J)Af, g) = 4~2 eii!o:o-Pr\AS (a- y, (3- o)Af, g) 

1 -i<o:-r>•-tcP-cfl'+!i<cx<l-Prl(Af )- -t<cx-y)•-i(P-ol'+iiCo:o-Pr>(f ) 
=2ne ,g -e ,g. 
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Sei nun cp1 , <p2 , • • • ein normiertes Orthogonalsystem, welches in fie 
vollstandig ist ( d. h. [fl aufgespannt, die Zahl seiner Elemente ist endlich 
oder abzahlbar unendlich ). Aus (<pm, cpn) = omn ( d. i. 1 fiir m = n, 0 sonst) 
folgt 

(s ( R) S ( b) ) = -tc<x-y)'-!CP-&l'+ti(o:d-,Br) () ex, l' cp,,., y, <p.. e ,,.,, . 

Die durch alle S (ex, p) cp.. ( n fest, a, {J variieren) aufgespannte abgesohlossene 
Linearmannigfaltigkeit heille 1$,., nach der obigen Formel sind fi.ir m =f= n 
\lSm, ~ .. zueinander orthogonal. Die ~1 , ~2 , ••• mogen zusammen die ab
geschlossene Linearmannigfaltigkeit @5 aufspannen, die zu ® komplementiire 
abgeschlossene Linearmannigfaltigkeit sei st. 

Da j edes S ( 'Y, o) die S (ex, fJ) cp n (bis auf Zahlenfaktoren) in ebensolche 
transformiert, bildet es 1$,, auf ein Teil von sich ab; da dasselbe fiir 
s (y' () )-1 

= s (- ,, ' - o) gilt, ist ~n genau invariant. Also ist auch 'b 
und st invariant. 6 umfaBt alle 1$

11
, also alle cpn, also fill, daher liegt ::t 

in SJ1. Somit gilt in st stets A f = 0. Nun gel ten alle unsere iiber A an
gestellten Betrachtungen schon in st, denn die S (a, fJ) konnen als Opera
toren in st angesehen werden, da dieses ihnen gegeniiber invariant ist. Da 
nun in st A = 0 ist, kann nach unserem Beweise in st niemals f + 0 sein. 
Also enthalt st nur die 0, 6 ist der Hilbertsche Raum, d. h.: \lSll l,lS!P ... 
spannen den vollen Hilbertschen Raum auf. 

Der Hilbertsche Raum erscheint somit ala in eine endliche oder ab
zahlbar unendliohe Zahl von (paarweise orthogonalen) Unterraumen ~1 , 1.l52 , ••• 

zerlegt; jeder derselben ist gegeniiber allen S (a, {J) invariant, es geniigt 
also dasVerhalten der S(cx,fJ) (d.i. der U(a), V({J)) in einem jeden der
selben gesondert zu ermitteln, um iiber sie restlos inforroiert zu sein. (Im 
Falle der Irreduzibilitat darf es natiirlich nur ein \lSn geben, und dieses ist 
dann der volle Hilbertsche Raum.) In ~n wissen wir nun iiber die S (a, fi) 
die folgenden Tatsachen: 

Wir nennen ~n ~' S(a,fJ)<p,. fa,//' Dann gilt: 

s ( o) -!i({Jy-tto) 
r' fa, fJ = e ~ fu + r. /1 + J' 

( ) 
_ -;l-Ctt-r>'-i<P-u>'+fi(o:<l-h> 

fa, ,8' f,,, 0 - e ' 

und die Linearaggregate endlich vieler fa, fl (die belie big wahlbar sind ! ) 
liegen in 1-l3 iiberall dicht. 

W enn wir nun zeigen konnen, daB irgend zwei solche 1-l3, in deren 
jedem eine Schar von unitaren Operatoren S (ex, {J) und Punkten fa,/1 mit 
den obigen Eigenschaften gegeben ist, isomorph sind, so sind wir am Ziele. 
Isomorphie bedeutet: Existenz einer ein-eindeutigen, linearen und langen
treuen Abbildung der beiden $ aufeinander, die die fa, /1 und S (a, fJ) des 
einen ~ in dieselben des anderen iiberfiihrt. 
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Unsere Formel fiir (f°'p' frtJ) erlaubt fiir jedes Linearaggregat endlich 
vieler f°'p den A.bsolutwert zu berechnen, wenn wir also die gleiohlautenden 
f1rp-Linearaggregate beider $ einander zuordnen, so ha.hen wir eine ein
eindeutige, lineare und Hi.ngentreue A.b bildung dieser Mengen aufeinander. 
Da sie in den bzw. ~ iibera.11 dicht sind, sind sie stetig auf die ganzen ~ 
ausdehnbar. Dabei bleiben Linearitat und Langentreue, also auoh Ein
eindeutigkeit, erhalten. Die bzw. fa, fJ entsprechen einander. W egen der 
S (y, o) fa,p·Formeln gehen auch die S (y, o) in ihre entsprechenden iiber: 
wenigstens fiir die fa,fJ' a.her dann auch fiir deren Linearaggregate und 
Haufungspunkte - also in ganz ~· Damit ist, wenn wir wieder zu den 
U ( o:), V ((3) zuriickkehren, folgendes bewiesen: 

Ein System unitarer Operatoren U(a), V(/3) nebst einem System van 
Punkten fa, fJ' die zusammen den gwnzen Hilbertschen Raum aufspannen, 
ist durch die Eigenschaften 

V( ) iifJy ( ) -iicxlJ 
,, fa,{J = e fa+y,{J• v (J fa, {J = e fa {J+d• 

(f, f. ) = -!<a-r)'-f <,8-lJ)'+ii<cxo-{Jy) 
°'•fJ' y,o e ' 

bis auf eine unitare Transformation 10) eindeutig festgelegt. 
Ein System unitiirer Operatoren U (ex), V ((3) mit den Weylschen Multi

plikations-Relationen ( vgl. 1.) t'st entweder eines der soeben genannten 
Systeme, oder es entsteht dadurch, da/3 der Hilbertsche Raum in endlich 
oder abzahlbar unendlich viele (paarweise orthogonale, Hilbertsche) Unter
riiume zerfiillt, und in jedem derselben ein solches System angenommen 
wird. D. h. es entsteht durch das Zusammenfugen derselben. 

Die irreduziblen Losungen sind offenbar die ersteren (die Zahl der linear 
unabhangigen Losungen von A f = 2 :n: • f nimmt fiir sie ihren Minimalwert 1 an). 

4. Zum Schlu.f3 noch ei.nige Zusatzbemerkungen. 
Im Falle der Schrodingerschen Operatoren haben wir U(a), V(/3) in 

A.nm. 5) angegeben: f(q)-f(q+a), f(q)-eifJqf(q) (;,,,/3 stattf3l), daher 

ist S (a, {3): f(q)-. eiP(!I+-r) f(q +a), und, wie man leioht berechnet, A: 

+J"' -!- • J"g'" f(q)-)'°4; e-~q-'I -f(rf)dq'. Die einzigen Losungen von Af=2n·f 
-oo -l,-q• . . _, -tq• 

sind also die c, • e ~ , sonut 1st cp1 = cp1 ( q) = n 4 e , und 

_2:_ _2:..(g+cxl'+i.O(!I+~) _2:_ _1..g'+(-cx+i,8) a+(-~+ icx(J) 
fa, {J = fa, p ( q) = n 4 e ll 2 = 7t 4 e 2 2 2 . 

Man veri:fiziert dann leicht unsere diesbeziiglichen Formeln. 

io) Sie heiBe U, dann bewirkt aie ( vgl . .Anm. ~)) 

U(a)-+ UU(a) u-1
, V({J)- UV({J) u-1

, fa.,o- Ufa,p· 
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Bei quantenmechanischen Problemen mit k ( = 1, 2, ... ) Freiheits
graden tritt das allgemeine Vertauschungsrelationen-System 

PmPn=PnPm, QmQn=QnQni'} ,,,. 
P,,. Qn- QnPm=-2 . o,,in· 1 

:n; i 

(m,n=l, ... ,k) 

auf. Durch Einfiihren von 
2 .1t i 

U ( 
. -l-aP,, 

,,.a)=e 1 
, V,, (/3) = eifiQ,. (n=l, ... ,k) 

entstehen hieraus die W eylschen Relationen 

Un(a) U,,((3) =Un( a+ (3), 

Un(a) U..,(fJ) = U.,.((J) U,,(a), 

Vm(a) V11 (i8) = Vn(a + fJ), 

Vm(a) Vn(/3) = V,,(/3) Vm(a), 

Auch hier ist der Eindeutigkeitsbeweis mit unseren Methoden ans 2. bis 3. 
du:rchfiihrbar. Wir setzen 

S( /3 /3) -ii(a,p,+ ... +a1,P,,)U( ) U( )V(/3) V({J) 
a1' • · ·' a,,, · 1' · · ·' i< = e a1 · · • <X7, 1 • • · ,, 

- ii(a,{l,+ ... +a1r/lk)V({J) V(R) U( ) U( ) - e 1 • • • ,.,1, «1 · · · a7, 

Dann konnen wir, genau wie in 3., 

As( )A -(2 )'' -i-u{- ... -iul-!v£- ... -it1fA u1 , .• ., u7,, Vv .•. , v1, - :n: e 

beweisen, und ( durch Untersuchen der Losungen von A f = ( 2 :n:) 7'. f) gen au 
wie dort ans Ziel kommen. -

Vom allgemeinen darstellungstheoretischen Gesichtspunkte aus be
tracb.tet, ist unsere Betrachtnngsweise mit der Frobeniusschen Behandlu11g 
endlicher Gruppen mittels ihrer ,,charakteristischen Einheiten" verwandt bzw. 
mit der Weylschen Untersuchung abgeschlossener kontinuierliober Gruppen mit 
Hilfe ihrer Gruppenzah.len 1 l.). Die Operatoren A = J J a (a, {J) S (a, ft) d a d {J 
sind namlich als ,, Gruppenzahlen" der S (a, //)-Gruppe deutbar, und 
A 8 ( u, v) A = cu ti A (cu ti eine Zahl!) ist der definierenden Eigenschaft der 
,,primitiven" cha~akteristischen Einheiten gleichwertig. 

11) Vgl. Frobenius, Berl. Ber. 1896 11. f., Peter und Weyl, Math. Annalen 96 
( 1926), S. 737-755. 

<Eingegangen am 31. 8. 1930.) 
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The probability of a configuration is given in classical theory by the Boltzmann 
formula exp [ - V / hT] where Vis the potential energy of this configuration. For high 
temperatures this of course also holds in quantum theory. For lower temperatures, 
however, a correction term has to be introduced, which can be developed into a power 
series of h. The formula is developed for this correction by means of a probability func
tion and the result discussed. 

1 

I N classical statistical mechanics the relative probability for the range 
P1 to P1+dP1; P2 to P2+dP2; · · ·; Pn to Pn+dPn for the momenta and X1 

to X1 +dx1; X2 to X2 +dx2; · · · ; Xn to Xn +dxn for the coordinates· is given for 
statistical equilibrium by the Gibbs-Boltzmann formula 

P(x1, · · ·, Xni P1, · · ·, Pn)dx1 · · · dxndP1 · · · dpn = e-P•dx1 · · · dxndP1 · · · dpn (1) 

where e is the sum of the kinetic and potential energy V 

P12 P22 Pn2 

= - + - + · · · + - + V(x1 · · · Xn) 
2m1 2m2 2mn 

(2) 

and {3 is the reciprocal temperature T divided by the Boltzmann constant 

{3 = 1/kT. (3) 

In quantum theory there does not exist any similar simple expression for 
the probability, because one cannot ask for the simultaneous probability for 
the coordinates and momenta. Moreover, it is not possible to derive a simple 
expression even for the relative probabilities of the coordinates alone-as is 
given in classical theory by e-~V<xi · · · xnl. One sees this by considering that this 
expression would give at once the square of the wave function of the lowest 
state j fo(x1 · · · Xn) j2 when {3 = oo is inserted and on the other hand we know 
that it is not possible, in general, to derive a closed formula for the latter. 

The thermodynamics of quantum mechanical systems is in principle, 
however, given by a formula of Neumann,1 who has shown that the mean 
value of any physical quantity is, (apart from a normalizing constant de
pending only on temperature), the sum of the diagonal elements of the matrix 

(4) 

where Q is the matrix (operator) of the quantity under consideration and H 
is the Hamiltonian of the system. As the diagonal sum is an invariant under 

1 J. von Neumann, Gott. Nachr. p. 273, 1927. 
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transformations, one can choose any matrix or operator-representation for 
the Q and H. In building the exponential of Hone must, of course, take into 
account the non-commutability of the different parts of H. 

2 

It does not seem to be easy to make explicit calculations with the form 
(4) of the mean value. One may resort therefore to the following method. 

If a wave function i/;(x1 • · · xn) is given one may build the following 
expression2 

P(x1, · · · , Xni P1, · · · 1 Pn) 

= (LY I: · · · J dy1 · · · dynY,(x1 + Yr· · · Xn + Yn)* 

"i/;(x1 - Yt ... Xn - Yn)e2i(p,11,+·. +PnYn) I h (5) 

and call it the probability-function of the simultaneous values of Xi • • • Xn 

for the coordinates and Pr · · · Pn for the momenta. In (5), as throughout 
this paper, h is the Planck constant divided by 271" and the integration with 
respect to the y has to be carried out from - oo to oo. Expression (5) is 
real, but not everywhere positive. It has the property, that it gives, when 
integrated with respect to the p, the correct probabilities li/;Cx1 · · · Xn) 12 

for the different values of the coordinates and also it gives, when integrated 
with respect to the x, the correct quantum mechanical probabilities 

l I:· .. J 1/l(X1 ... Xn)e-HP1"1+···+Pn"n)/hdx1. •. dxn l 2 

for the momenta Pr, · · · , Pn· The first fact follows simply from the theorem 
about the Fourier integral and one gets the second by introducing xk+Yk 
=uk;xk-yk=vdnto (5). 

Hence it follows, furthermore, that one may get the correct expectation 
values of any function of the coordinates or the momenta for the state If; by 
the normal probability calculation with (5). As expectation values are addi
tive this even holds for a sum of a function of the coordinates and a function 
of the momenta as, e.g., the energy H. In formulas, it is 

I:· ' · f I:· · · f dx1 · · · dxndPr · · · dpn[f(Pi · · · Pn) + g(x1 · · · Xn) J 

P(x1 · · · Xni Pr · · · Pn) 

i
00

• • • f Y,(x1 · · · Xn)*[J(~ _!_' 
-oo i ax1 

+ g(x1 · · · Xn) }·(x1 · · · Xn)dx1 · · · dxn 

for any lf;,f, g, if Pis given by (5). 

(6) 

2 This expression was found by L. Szilard and the present author some years ago for another 
purpose. 
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Of course P(xi, · · · , Xni P1, · · · , Pn) cannot be really interpreted as the 
simultaneous probability for coordinates and momenta, as is clear from the 
fact, that it may take negative values. But of course this must not hinder the 
use of it in calculations as an auxiliary function which obeys many relations 
we would expect from such a probability. It should be noted, furthermore, 
that (5) is not the only bilinear expression in 1/;, which satisfies (6). There 
must be a great freedom in the expression (5), as it makes from a function 
1/1 of n variables one with 2n variables. It may be shown, however, that there 
does not exist any expression P(xi · · · Xn; p, · · · Pn) which is bilinear in 
1/;, satisfies (6) and is everywhere (for all values of X1r • · · , Xn, p,, · · · , Pn) 
positive, so (5) was chosen from all possible expressions, because it seems to 
be the simplest. 

If 1/;(x1, · • • , Xn) changes according to the second Schrodinger equation 

ay,, n h2 a2y,, 
ih - = - L - - + V(x2, · · · , Xn)f 

at k~l 2mk axk2 
(7) 

the change of P(x1, · · · , Xn; p,, · · · , Pn) is given by 

ap n Pk aP a>-,+·. •HnV (h/2i)'1+·. •Hn-l a>-,+·. ·+xnp 
- = - 2: - - + 2: --- cs) at k-1 mk OXk oxiX, . .. OXnXn >.i! ... >-n! aPi'' . .. apnXn 

where the last summation has to be extended over all positive integer values 
of Ai, · · · , An for which the sum A1 +>..2+ · · · +>..n is odd. In fact we get for 
ap ;at by (5) and (7) 

(9) 

i + h[V(xi +Yi,•••, Xn + Yn) 

- V(xi - Yi, · · · 1 Xn - Yn) ]t/!(Xi + Yi, · · · 1 Xn + Yn)*f(xi - Yi, · · ·Xn - Yn)} · 
Here one can replace the differentiations with respect to Xk by differentiations 
with respect to y k and perform in the first two terms one partial integration 
with respect to y k· In the last term we can develop V(xi +y,, · · · , Xn +Yn) 
and V(xi -yi, · · · , Xn -yn) in a Taylor series with respect to they and get 

oP = _l_~ f ... f dyi ... dyne2iCP1Y1+···+PnYnlfh 
at (7rh)n 

{ 
""'Pk [ aY,(x1 + Yi, ... ) Xn + Yn)* ( ) 

' £._,- - if; X1 - Yi, · · · , Xn - Yn 
k mk ayk 
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(10) 

·if;(xi - yi, ' · ·, Xn - Yn) } , 

which is identical with (8) if one replaces now the differentiations with respect 
to Yk by differentiations with respect to Xk. Of course, (8) is legitimate only if 
it is possible to develop the potential energy Vin a Taylor series. 

Eq. (8) shows the close analogy between the probability function of the 
classical mechanics and our P: indeed the equation of continuity 

aP = _ :E !__1c__ aP + :E av ~ 
at k mk UXk k UXk apk 

differs from (8) only in terms of at least the second power of hand at least the 
third derivative of V. Expression (8) is even identical with the classical when 
V has no third and higher derivatives as, e.g., in a system of oscillators. 

There is an alternative form for iJP/iJt, which however will not be used 
later on. It is 

a pk a 
- P(xi, · · ·, Xni Pi, · · · , Pn) = - :E - - P(xi, ' · · , Xni Pi, ' ' ' , Pn) 
at k mk axk 

(11) 

+ i: · • · J dj1 · · · d}nP(x1, · · •, Xni P1 + }1,'' • 1 Pn + }n)f(x.i, • • •, Xni 

}1, · · · ,}n) 

where J(x1, , Xn; )1, · · · , Jn) can be interpreted as the probability of a 
jump in the momenta with the amounts ji, · · · , }n for the configuration 
xi, · · · , Xn. The probability of this jump is given by 

- ___ i_ J_"" · · • Jdy1 · · · dyn[V(x1 +Yi,··', Xn + Yn) 
- 7l'n hn+I -oo 

- V(x1 - y1, ... ' Xn - Yn) ]e-(2i/h)(Yii1+·"+Ynin) (lla) 

that is, by the Fourier expansion coefficients of the potential V(x 1, · • • , Xn). 

This form clearly shows the quantum mechanical nature of our P: the mo
menta change discontinuously by amounts which would be half the momenta 
of light quanta if the potential were composed of light.2• To derive (11) one 
can insert both for P and J their respective values (S) and (lla) on the rig'.1t 
hand side of (11). In the first term one can replace pke2iCP1Yl+· · · +PnYnl/h by 

2• Cf. F. Bloch, Zeits. f. Physik 52, 555 (1929). 
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(h/2i)(a/ayk)e2iCP1 111+· • • +Pnunllh and then perform a partial integration with 
respect to y k· Then one can replace the differentiation with respect to y by 
differentiation with respect to x, upon which some terms cancel and the rest 
goes over to 

h J J [a2f(xi+Yi, · · ·, x,.+yn)* ~Zim . . . dyi ... dyn axk2 Y,(xi - y1, ... ' Xn - y,.) 

a2ijl(xi - y1, · · · , x,. - y,,)J . 
- if(xi +Yi, . .. 'x,. + y,.) axk2 e2•<P1Y1+· .. +PnYn)/h (12) 

which is just what we need for the left side of (11). By integrating the second 
term on the right side of (11) 

f · · · f dyi · · · dy,.ijl(x1 + Yi · · · Xn + Yn)*f(Xi - Yi · · · Xn - y,.) 

· 71'":"+1 f · · · f dz1 · · · dzn [V(x1 + Z1 · · · x,. + z,,) 

with respect to z andj one gets because of the Fourier theorem3 

(i/h) f · · · f dy1 · · · dy,.ijl(x1 + Yi· · · Xn + y,.)*if(x1 - Y1 · · · x,. - y,.) 

e2HP1111+ .. ·+Pnlln> /h. [V(x1 + Yi ... x,. + y,.) - V(xi - Yi ... x,. - y,.)] (12a) 

and this gives the second part of the left side of (11). 

3 

So far we have defined only a probability function for pure states, which 
gives us the correct expectation values for quantities f(P1 • · • p,.) + 
g(x1 · · · Xn). If, however, we have a mixture,4 e.g., the pure states i/;1, Y.,2, 
1/;a, · · ·with the respective probabilities w1, w2, Wa, · · · (with w1+w2+wa+ 

= 1) the normal probability calculation suggests a probability function 

P(xi, · · "x,., P1, · · · , p,.) = L W>. P>.(X1, · · ·, X,., · · "Pn) (13) 
X 

where P>. is the probability function for 1/1>.. This probability function gives 
obviously the correct expectation values for all quantities, for which (5) gives 
correct expectation values and therefore will be adopted. 

For a system in statistical equilibrium at the temperature T= 1/k{3 the 
relative probability of a stationary state l/;>. is e-/3Ex where E>. is the energy of 
l/;>.. Therefore the probability function is a part from a constant 

3 Cf. e. g., R. Courant und D. Hilbert, Methodeil der mathematischen Physik I. Berlin 
1924. p. 62, Eq. (29). 

• ]. v. Neumann, Gott Nachr. 245, 1927. L. Landau, Zeits. f. Physik 45, 430 (1927). 
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P(X1 · · · Xn; Pi · · · Pn) 

~ J · · · J dyi · · · dynfx(X1 + Yi· · · Xn + Yn)* 

Now 
L: fx (u1 • · · Un)* f (Ex) fx ( V1 • · · Vn) 

A 

is that matrix element of the operator f(ll), (His the energy operator) which 
is in the u1 • • • Un row and V1 • · • Vn column. Therefore (14) may be written 
as 

= f_:·. f 
so that we have under the integral sign the x1+Y1 · · · xn+Yn; X1-y1 · · · 
xn-Yn element of the matrix e-spH transformed by the diagonal matrix 
e•<v1x1+ · · · +vnxnllh . Instead of transforming e-fJH we can transform H first and 
then take the exponential with the transformed expression. By transforming 
H we get the operator (the pare numbers, not operators!) 

which is equal to 

(16) 

where 

(17) 

So we get for (15) 

P(x1, · · · , Xn; Pi, · · · , Pn) 

= J • • · J dy1 ·' 'dyn[e-f3H]x1+111···XnHn;X1-111·'""'n-lln' (18) 

By calculating the mean value of a quantity Q = f(Pi, · · · , Pn) +g(xi. · · · , Xn) 
by (18) one has to obtain the same result as by using the original expression 
(4) of Neumann. 

If we are dealing with a system, the behavior of which in statistical equilib
rium is nearly correctly given by the classical theory, we can expand (18) 
into a power of h and keep the first few terms only. The term with the zero 
power of his .L>c-f3)re /r! Now e is the operator of multiplication with the r 
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power of (17). Its x1+y1, · · ·, xn+Yn; X1-y1, · · ·, Xn-Yn element is con
sequently 

E(X1 + yi, ... , Xn + Yn)ro(xi + Yi, Xi - Yi) ... o(xn + Yn, Xn - Yn). 

As o (also o', 011
, • • • ) only depends on the difference of its two arguments, 

one can write o ( - 2y1) · · · o( - 2yn) for the last factors and perform the 
integration by introducing - 2y1, · · · , - 2yn as new variables. The terms 
with the zero power of h, arising from the first part of (16) only, give thus 

(19) 

which is just the classical expression. 
The higher approximations of the probability function can be calculated 

in a very similar way. The terms of e-tJii, involving the first power of the 
second part of i'I only, are 

(20) 

By replacing all operators by symbolic integral-kernels one gets for the 
x1+Y1 1 • • ·, Xn+Yn; X1-y1, · · ·, Xn-Yn element of the operator (20) 

Now 

so that the summation over p and r can be performed in (21). By introducing 
again new variables Wi, • • · , w" for - 2y1, · · · , - 2yn and performing the 
integration one has 

where wk= 0 must be inserted after differentiation. The first differential 
quotient vanishes at wk= 0, as the expression to be differentiated is an even 
function of wk· The second part gives 
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(21) 

In principle it is possible to calculate in the same way the terms involving the 
higher powers of the second part of H also, the summation over r and the 
quantities corresponding to our p can always be performed in a very similar 
way. In practice, however, the computation becomes too laborious. Still it is 
clear, that if we develop our probability function for thermal equilibrium in 
a power series of h 

P(xr, · · · , Xn; pr, · · · , p,.) = e-/J• + hfr + h2f2 + · · · (22) 

(we can omit the factor 1/2n before e-P•, as we are dealing with relative prob
abilities anyway) all terms will be quite definite functions of the p, Vand the 
different partial derivatives of the latter. Furthermore it is easy to see, that 
f k will not involve higher derivatives of V than the k-th nor higher powers of p 
than the k-th. These facts enable us to calculate the higher terms of (22) in a 
somewhat simpler way, than the direct expansion of (18) would be. 

The state (22) is certainly stationary, so that it would give identically 
oP/ot=O when inserted into (8). By equating the coefficients of the different 
powers of h in BP/ ot to zero one gets the following equations: 

pk ae-P• av ae-tJ• 
2: - - - + 2: - -- = o (23, o) 

k mk oxk k oxk BPk 

L _Pk 
0/r + 2: 

av iJfr 
--=0 

k mk Bxk " axk apk 
(23, 1) 

L - pk Bf:_+ 2: 
av Bf2 

L: ---
k mk Bxk k axk apk k 

(23, 2) 

---=0 

and so on. The first of these equations is an identity because of (17), as it 
must be; (23, a), (23, 2), ···will determinef1,f2. ···respectively. All Eqs. 
(23, a) are linear inhomogeneous partial differential equations for the un
known f. From one solution fa of (23, a) one obtains the general solution by 
adding to it the general solution Fof the homogeneous part of (23, a), which 
is always 

L _ !.!:__ aF + L av aF = 0 . 
k mk OXk k OXk apk 

This equation in turn is the classical equation for the stationary character of 
the probability distribution F(xr, · · · , Xn; Pr. · · · , Pn). It has in general 
only one solution which contains only a finite number of derivatives of V, 
namely 

F(x1, · · · , x,.; Pr, · · · , p,.) = F( L pk
2 

+ v(x1 · · · Xn)) = F(e). 
" 2m" 

In fact, if it had other integrals, like 
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(24) 

then all mechanical problems would have in addition to the energy-integral 
further integrals of the form (24) which, of course, is not true. 

One solution of (23, 1) isf1=0 and the most general we have to consider is 
therefore f1 = F(E). We have to take however F(E) =O as f 1 has to vanish for 
a constant V. So we get f1=0, as we know it already from the direct expan
sion of (18). Th-:- same holds consequently for f3 1 f 6 , · • · , as the inhomogene
ous part of the equation for fa only containsf1, the inhomogeneous part of the 
equation for f6 only f1 and fa, and so on. 

For f 2 one easily gets 

f2=e-fJ• L ---+--- + L --[ ( 
132 azv f33 (av)2) 13apkp 1 a2V J 

k Bmk axk2 24mk axk k,1 24mk1111 axkax1 
(25) 

as a solution of (23, 2) and it is also clear, that this is the solution we need. 
The first two terms of fz we have already directly computed (21), the third 
arises from terms with the second power of the second part of H. Similarly 
f• is for one degree of freedom (n = 1) 

64m2{3-2eP•j4 = H 4(q)[f3 2V"2/72 - {3V1111 /120] 

+ H2(q)(f33V' 2V"/18 - 2{3 2V" 2/15 - {3 2V'V'"/15 + {3V""/15] 

+ Ho(q) [f3 4V'4/18 - 22{3 3V'2V"/45 + 2{3 2V"2/5 + 8(3ZV'V"'/15 (
26

) 

- 4{3V"" /15] 

where Hr is the r-th Hermitean polynomial and q =(31' 2P/(2m)1'2• 

It does not seem to be easy to get a simple closed expression for fk, but it is 
quite possible to calculate all of them successively. A discussion of Eqs. (23) 
shows, that the g in 

are rational expressions in the derivatives of V only (do not contain V itself) 
and all terms of g k contain k differentiations and as functions of the p are 
polynomials of not higher than the k-th degree. The first term in (27) with 
the zero power of h is the only one, which occurs in classical theory. There is 
no term with the first power, so that if one can develop a property in a power 
series with respect to h, the deviation from the classical theory goes at least 
with the second power of h in thermal equilibrium. One familiar example for 
this is the inner energy of the oscillator, where the term with fhe first power of 
h vanishes just in consequence of the zero point energy. The second term 
can be interpreted as meaning that a quick variation of the probability func
tion with the coordinates is unlikely, as it would mean a quick variation, a 
short wave-length, in the wave functions. This however would have the con
sequence of a high kinetic energy. The quantum mechanical probability is 
therefore something like the integral of the classical expression e-f1• over a 
finite range of coordinates of the magnitude ,...__,h/p where p is the mean mo
mentum ,..,_,(kTm) 1' 2• The correction terms of (27) have, among other effects, 
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the consequence that the probability for a particle being in a narrow hole is 
smaller than would be in classical statistics. From now on we will keep only 
the first two terms of (27). 

4 

From (25) one easily calculates the relative probabilities of the different 
configurations by integration with respect to the p: 

J • · · J dpz · · · dpnP(x1 • • · Xn; Pi · · · Pn) 

= e-Pv[1 - h2132 L ~ a2v + h213~ L 2-(~)2 J . (28) 
12 k mk axk2 24 k mk axk 

Hence the mean potential energy is 

Jve-iJVdx f I: 2_ _a_
2

v-e-PVdxf Ve-!JVdx 
h2/3 2 k mk 0Xk2 

v = ---- + - ------------
f e-PVdx 24 ( J e-IJV dx )2 

(29) 

J e-/JVdx 

where dx is written for dx1 • • • dxn and the higher power terms of h are 
omitted. Similarly the mean value of the kinetic energy is 

(30) 

This formula also is correct only within the second power of h; in order to 
derive it one has to perform again some partial integrations with respect to 
the x. Eqs. (28), (29), (30) have a strict quantum mechanical meaning and 
it should be possible to derive them also from (4). One sees that the kinetic 
energy is in all cases larger than the classical expression tnkT. 

5 

One fact still needs to be mentioned. We assumed that the probability 
of a state with the energy Eis given bye-PE. This is not true in general, since 
the Pauli principle forbids some states altogether. The corrections thus intro
duced by the Bose or Fermi statistics even give terms with the first power of 
h, so that it seems, that as long as one cannot take the Bose of Fermi statis
tics into account, Eq. (25) cannot be applied to an assembly of identical par-
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tides, as, e.g., a gas. There is reason to believe however, that because of the 
large radii of the atoms this is not true and the corrections due to Fermi and 
Bose statistics may be neglected for moderately low temperatures. 

The second virial coefficient was first calculated in quantum mechanics by 
F. London on the basis of his theory of inneratomic forces. 5 He also pointed 
out that quantum effects should be taken into account at lower tempera
tures. Slater and Kirkwood6 gave a more exact expression for the inneratomic 
potential of He and Kirkwood and Keyes7 calculated on this basis the classi
cal part of the second virial coefficient of He. H. Margenau8 and Kirkwood 9 

performed the calculations for the quantum-correction. The present author 
also tried to calculate it by the method just outlined. He got results, which 
differ from those of Margenau and Kirkwood in some cases by more than 
100 percent.10 It does not seem however to be easy to compare these results 
with experiment, as the classical part of the second virial coefficient is at low 
temperatures so sensitive to small variations of the parameters occurring in 
the expression of the interatomic potential, that it changes by more than 
20 percent if the parameter in the exponential (2.43) is changed by! percent 
and it does not seem to be possible to determine the latter within this accu
racy. 

5 F. London, Zeits. f. Physik63, 245 (1930). 
•J.C. Slater and J. G. Kirkwood, Phys. Rev. 37, 682 (1931). 
1 J. G. Kirkwood and F. G. Keyes, Phys. Rev. 38, 516 (1931). 
8 H. Margenau, Proc. Nat. Acad. 18, 56, 230 (1932). Cf. also J. C. Slater, Phys. Rev. 38, 

237 (1931). 
P J. G. Kirkwood, Phys. Zeits. 33, 39 (1932). 

10 I am very much indebted to V. Rojansky for his kind assistance with these calcu
lations. The reason for the disagreement between our results and those of Margenau and Kirk
wood may be the fact that they did not apply any corrections for the continuous part of the 
spectrum. 

In a paper which appeared recently in the Zeits. f. Physik (74, 295 (1932)) F. Bloch gets 
results which are somewhat similar to those of the present paper. (Note added at proof.) 
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ON THE PRINCIPLES 
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by H.J. GROENEWOLD 

Natuurkundig Laboratorium der Rijks-Universiteit te Groningen 

Summary 

Our problems are about 
cc the correspondence a+--+ a between physical quantities a and quan

tum operators a (quantization) and 
~the possibility of understanding the statistical character of quantum 

mechanics by averaging over uniquely determined processes as in classical 
statistical mechanics (interpretation). 

cc and ~ are closely connected. Their meaning depends on the notion.of 
observability. 

\Ve have tried to put these problems in a form which is fit for discus
sion. We could not bring them to an issue. (We are incliJl.ed to restrict 
the meaning of Ct; to the trivial correspondence a -+ a (for limn-+ 0) an~ 
to deny the possibility suggested in ~). 

Meanwhile special attention has been paid to the measuring process 
(coupling, entanglement; ignoration, infringement; selection, measure
ment). 

For the sake of simplicity the discussion has been confined to elemen
tary non-relativistic quantum mechanics of scalar (spinless) systems with 
one linear degree of freedom without exchange. Exact mathematical 
rigour has not been aimed at. 

1. Statistics and correspondence. 

1.01 Meaning. When poring over 
a the correspondence a +--+ a between observables a and the 

operators a, by which they are represented in elementary quan
tum mechanics, 

~the statistical character of elementary quantum mechanics 
(we need a for ~), we run a continuous risk of lapsing into meaning
]fis problems. One should keep in mind the meaning of the concep
tions and statements used. We only consider 

-405-
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M 0 : observational meaning, determined by the relation with what 
is (in a certain connection) understood as observation, 

M 1: formal meaning, determined with respect to the mathematical 
formalism without regard to observation. 

Only M 0 is of physical interest, M 1 is only of academic interest. 
Dealing with M1 may sometimes suggest ideas, fruitful in the sense 
of M 0 , but may often lead one astray. 

1.02 Quantization. Very simple systems suffice for demonstrating 
the essential features of r:J.. and (?>. In elementary classical point me
chanics a system is described by the coordinates q of the particles 
and the conjugate momenta p. We only write down a single set p,q, 
corresponding to one degree of freedom. Any other measurable 
quantity (observable) a of the system is a function a(p,q) of p and q 
(and possibly of the time t). The equations of motion can be express
ed in terms of P o i s s o n brackets 

( b) = ~ ob - oa ~ 
a, op oq oq op · ( 1.01) 

\Vhen the same system is treated in elementary quantum me
chanics, the (real) quantities a are replaced by (Hermitian) 
operators a, which now .rep.resent the observables. In the equations 
of motion the P o is son brackets ( 1.01) are replaced by the ope
rator brackets 

[a,b] =~(ab-ba) (n= 2~, h Planck's constant of action). (1.02) 

Problem r:J.. 1 is to find the correspondence a--+ a (other problems 
a are stated further on). 

1.03 Statistical character. The statements of quantum mechanics 
on observations are in general of statistical cha.racte.r. Problem (?> is 
whether the statistical quantum processes could be described by a 
statistical average over uniquely determined processes (statistical 
description of the 1st kind, type 5 1) or not (statistical description of 
the 2nd kind, type 5 2). The observability of the uniquely determined 
processes may be required (proper statistical description, type So) or 
not (formal statistical description, type 51). (Classical statistical 
mechanics, e.g. are properly of the 1st kind, type 5~). 

1.04 Transition operator. Before going on we have to deal for a 
moment with the operators and the wave functions. 
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The Hermitian operators a form a non-commutative ring. The 
normalized elements (wave functions) of (generalized) Hi 1 be rt 
space on which they act from the left are denoted by tflµ• the adjoint 
elements on which they act from the right are denoted by tfl~· Unless 
otherwise stated the inner product of tpi and tflv is simply written 
r.pitflv· The outer product of tpi and tflv defines the transition operator 

kvµ = tflvtfli, ktµ = kµv· (1.03) 

Take a complete system of orthonormal wave functions tflv· The 
orthonormality is expressed by 

the completeness by 
(1 .. 04) 

~ tflµ.tfli = 1. ( 1.05) 
µ. 

In continuous regions of the parameter µ the Wei e rs t r as z 
o-symbol must be replaced by the Dirac o-function and the sum 
by an integral. (1.04) and (1.05) show that every (normalizable) 
function rp can be expanded into 

tp = I:fµ.tflµ with/µ= tpi r.p. (1.06) 
µ. 

kvµ. and ktµ transform CFµ.• and CFi· according to 

k,.µ.CFµ.• = CFvOµ.µ' and tpi·ktµ. = Oµ.•µ.tflt ( 1.07) 

(that is why they are called transition operators). (1.04) gives 

kµ.vkv'µ' = kµµ·Ovv•· ( 1.08) 

In particular kµ.µ. and kw are for µ =I= v orthogonal projection 
operators (belonging to CFµ. and f.Pv respectively). 

The trace of an operator a (resulting when a acts towards the 
right upon itself from the left, or opposite; when it bites its tail) 
is (according to (1.05)) defined by 

Tra = ~ r.pi a CFµ.· (1.09) 
fL 

(Because the right hand member is invariant under unitary trans-
formations of the tflw this definition is independent of the special 
choice of the complete orthonormal system of 9µ.). This gives 

Tr(kvµ.a) = r.pi a CFv· ( 1.10) 
( 1.04) and ( 1.05) can be written 

Trkvµ = Ovµ> 

~ kµ.µ = 1 
µ. 

(1.11) 

( 1.12) 
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and further imply 
Tr(kµvk.,.14•) = 814,148vv'• 

~ kv14Tr(k14va) = a (for every a). 
µ..v 

( 1.13) 

( 1.14) 

(1.13) and (1.14) show that every operator a (with adjoint at) can 
be expanded into 

a = ~ cxv14k 14v with (J.vµ. = Tr(kvµa). ( 1.15) 
µ.,v 

cxvµ. is the matrix element ( 1. 10) of a with respect to Cf!v and Cf>µ.· 

It follows further that if Tr(ac) = 0 for every a, then c = 0 and 
therefore (1.14) is equivalent to 

~ Tr(kvµb) Tr(k,.wa) = Tr(ab) (for every a and b). (1.16) 
µ.,v 

Further 
Tr(ab) = Tr(ba). ( 1.17) 

When a is a Her m it i an operator 

at = a, ex:µ. = cxµ.v ( 1.18) 

(the asterik denotes the complex conjugate), the system of eigen
functions tf>µ. with eigenvalues a14 

arpµ = aµCflµ. ( 1.19) 

can serve as reference system. In this representation ( 1.15) takes the 
diagonal form 

( 1.20) 

l.05 Statistical operator 1). The quantum state of a system is said 
to be pure, if it is represented by a wave function tflw The statistical 
operator of the state is defined by the projection operator k1414 of Cflµ· 

We will see that the part of the statistical operator is much similar 
to that of a statistical distribution function. The most general quan
tum state of the system is a statistical mixture of (not necessarily 
orthogonal) pure states with projection operators kf'I-' and non
negative weights k,.,_, which are normalized by 

~ k,.,_ = 1. (1.21) 

"' 
(In some cases the sum diverges and the right member actually 
should symbollically be written as a 8-function). The statistical 
operator of the mixture is (in the same way as it would be done for 
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a distribution function) defined by 

k = l: kµ.kµ.µ. 
µ. 

and because of (1.21) normalized by 

Trk = 1. 

( 1.22) 

(1.23) 

(we will always write 1 for the right member, though in some cases 
it actually should be written as a a-function). For brevity we often 
speak of the state (or mixture) k. 

An arbitrary non-negative definite normalized He r mi ti an ope
rator k (Trk = 1) has non-negative eigenvalues kw for which L: kµ. = 1 

and corresponding eigenstates with projection operators kµ.µ.·µ.There
fore k can according to ( 1.20) be expanded in the form ( 1.22) and 
represents a mixture of its (orthogonal) eigenstates with weights 
given by the eigenvalues. 

The statistical operator kµ.µ. of a pure state is from the nature of 
the case idempotent (k~J.L = k,..µ.). If on the other hand an idempotent 
normalized H e r m i t i a n operator k is expanded with respect to 
its eigenstates kJ.LJ.L with eigenvalues .kµ., we get 

k 2 = k, k~ = kµ.; Trk = 1, L: kµ. = 1, (1.24) 
µ. I 

so that one eigenvalue kv is 1, all other are 0. Then k is the projection 
operator of the pure state '-?v 

( 1.25) 

Therefore pure states and only these have idempotent statistical 
operators. 

Suppose the normalized statistical operator k of an arbitrary 
quantum state is expanded in some way into other normalized (but 
not necessarily orthogonal) statistical operators k, with non-nega
tive weights k, 

k = 2: k,k, : k, > 0. ( 1.26) 
r 

This gives 

k - k 2 = ~ k, (k, - k;) + t ~ k,k.(k, - k.) 2 • (1.27) 
r r,s 

If we expand with respect to pure states k, (k; = k,), ( 1.27) be-
comes 

k - k 2 = t L: k,k.(k, - k.) 2
• ( 1.28) 

r,s 
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This shows that k - k2 is a non-negative definite operator. If the 
given state is pure (k2 = k) all terms at the right hand side of ( 1.27) 
(which are non-negative definite) must vanish separately. For the 
terms of the first sum this means that all states k with non-vanish
ing weight (kr > 0) must be pure, for the terms of the second sum it 
means further that all these states must be identical with each other 
and therefore also with the given state (kr = k). The given state is 
then said to be indivisible. If the given state is a mixture, k - k 2 

must be positive definite. Then at least one term at the right hand 
side of ( 1.28) must be different from zero. This means that at least 
two different states kr and ks (k, =I= ks) must have non-vanishing 
weight (k, > 0, ks > 0). The given state is then said to be divisible. 
Thus pure states and only these are indivisible. This has been proved 
in a more exact way by v o n N e u m a n n 1). 

1.06 Observation. In order to establish the observational meaning 
M 0 , one must accept a definite notion of observation. We deal with 
3 different notions: 

Oc: the classical notion: all observables a(p,q) can be measured 
without fundamental restrictions and without disturbing the system, 

Oq: the quantum notion (elucidated in 2): measurement of an ob
servable, which is represented by an operator a, gives as the value 
of the observable one of the eigenvalues aµ. of a and leaves the system 
in the corresponding eigenstate kµ.µ. (cf. (1.20)); if beforehand the 
system was in a state k, the probability of this particular measuring 
result is Tr(kk,,µ.). 

Suppose for a moment that the statistical description of quantum 
mechanics had been proven to be formally of the !st kind S}, but 
with respect to Oq properly of the 2nd kind S~q· Then (if any) the 
only notion, which could give a proper sense to the formal descrip
tion, would be 

Ou: the utopian notion: the uniquely determined processes are 
observable by methods, hitherto unknown, consistent with and 
complementary to the methods of Oq. 

With respect to quantum theory classical theory is incorrect, 
though for many purposes it is quite a suitable approximation (for 
lim ti-. 0). With regard to the utopian conception quantum theory 
would be correct, but incomplete. In this a description is called 
correct if none of its statements is in contradiction with observa
tional data. It is called complete if another correct description, 
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which leads to observable statements not contained in the given 
description, is impossible. This need not imply that all possible 
observational statements can be derived from a complete theory. 

1.07 The fundamental controversy. Problem ~ intends to state cer
tain aspects of the well known controversy about the statistical 
character of quantum mechanics in a form fit for a reasonable dis
cussion. Such a discussion is only possible as long as the theory is 
accepted as essentially correct (or rejected and replaced by a more 
correct theory). The completeness of the theory may be questioned. 

The physical reasonings of B o h r a.o. and the mathematical 
proof of v on Neumann 1 ) (reproduced in 1.08) have shown 
that (with respect to Oq) the statistical description of quantum me
chanics is properly of the 2nd kind S~q (problem ~ 1 ). Yet many of the 
opponents did not throw up the sponge, some because they did not 
grasp the point, others because they perceived a gap in the reasoning. 
It seems that a great many of the escapes (as far as they consider 
quantum mechanics as essentially correct) debouch (if anywhere) 
into an expectation, which either is already contented with a fo11m'al 
statistical description of the lste kind SJ, or moreover hopes to give 
such a description a proper sense of type S~ by proclaiming the 
utopian notion of observation Ou· The examination of this con(fp
tion is problem ~2 • 

Even if one did (we could not satisfactorily) succeed in proving 
the formal impossibility of type S) (and consequently of type S~), 
many of the opponents would not yet strike the flag. We have al
ready gone to meet them in trying to formulize some of their most 
important objections in a form fit for fruitful discussion. It would be 
like flogging a dead horse in trying to do so with all vague objections 
they might possibly raise. Actually that is their own task. If they 
succeed in doing so, we try to prove the impossibility, they try to 
find the realization of their (formal or proper) expectations. Formal 
expectations can be realized by a formal construction, proper ones 
also require the realization of the type of observations from which 
they draw their observational meaning. As soon as the opponents 
succeed in finding a realization, we will (formally or properly) be 
converted (but not a minute before). As often as we succeed in prov
ing the impossibility, some of the opponents may formulize (if 
anything) new objections for ever. At best they might be compelled 
to retreat step by step, they could never be finally vanquished. It 
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may also happen that nobody succeeds in going further. Thus 
because of running on an infinite track or into a dead one, the con
troversy may be left undecided. Meanwhile we expect that in ctn 
infinite regression the opponents objections will lose more and more 
interest after every retreat. 

1.08 v on Neuman n's proof. The only states with a meaning 
Jo.1oq with respect to quantum observations Oq are quantum states 
(pure states or mixtures). Therefore in a statistical description of the 
1st kind S~q a quantum state should be described as a statistical en
semble of quantum states. This is impossible for a pure state, because 
such a state is indivisible (cf. 1.05). Then the statistical description 
of quantum mechanics must (with respect to quantum observations) 
be of the 2nd kind S~q· This is in our present mode of expression the 
point of v on Neuman n's proof 1). It should be noted that in 
1.05 the admission of non-negative probabilities only (non-negative 
weights and non-negative definite statistical operators) is an essen
tial (and natural) feature of the proof. 

Now before going into the details of problem ~2 , we first turn to 
problem o: (we need o:5 for ~2). 

1.09 Correspondence a(p,q) ~ a. In passing from classical to 
quantum mechanics, the coordinate and momentum q and p, for 
which 

(p,q) = 1, ( 1.29) 

are replaced by coordinate and momentum operators q and p, for 
\Vhich 

[p,q] = l (i.e. pq - qp = ~). ( 1.30) 

p and q are the generating elements of the commutative ring of das
sical quantities a(q,p), p and q the generating elements of the 
non-commutative ring of quantum operators a. The non-commuta
bility ( 1.30) of p and q entails that the quantities a(p,q) cannot 
unambiguously be replaced by a(p,q). The ambiguity is of the order 
of ti. The classical quantities a(p,q) can be regarded as approxima
tions to the quantum operators a for lim ti---+ 0. The former can 
serve as guides to get on the track of the latter. Problem o:1 asks for 
a rule of correspondence a(P,q) ---+ a, by which the quantum operators 
a can be uniquely determined from the classical quantities a(p,q). 

In practical problems no fundamental difficulties seem to occur 
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in finding the appropriate form of the required operators a. This 
suggests the problem (not further discussed here) whether all or only 
a certain simple class of operators a occur in quantum mechanics. 

Suppose for a moment that all relevant quantum operators a had 
been fixed in one or other way. Then one might ask for a rule 
a-+ a(p,q), by which the corresponding classical quantities a(p, q) 
are uniquely determined (problem oc:2). Problem oc:2 would be easily 
solved in zero order of n, ambiguities might arise in higher order. 
Now (with respect to Oq) the classical quantities have only a meaning 
as approximations to the quantum operators for lim 1i-+ 0. There
fore, whereas in zero order of 1i it is hardly a problem, in higher order 
problem oc: 2 has no observational meaning M 0q (with respect to Oq)· 

Problems cx1 and cx2 could be combined into problem oc:3 , asking for 
a rule of one-to-one correspondence a(p,q) ~-+ a between the clas
sical quantities a(p,q) and the quantum operators a. Beyond the 
trivial zero order stage in 'Ji, problem cx3 can (with respect to Oq) only 
have an observational meaning M 0 q as a guiding principle for de
tecting the appropriate form of the quantum operators (i.e. as pro
blem oc:1). A formal solution of problem oc: 3 has been proposed by 
Wey 1 2) (cf. 4.03). We incidentally·come back to problem ix3 in 1.18. 

I. IO Quantum observables. In this section a will not denote a clas
sical quantity a(p,q), but it will stand as a symbol for the observable, 
which (with regard to Oq) is represented by the quantum operator a. 
According to Oq two or more observables a, b, . ... can be simultane
ously measured or not, according as the corresponding operators 
a, b, .... respectively do or do not commute i.e. as they have all 
eigenstates in common or not. Problem cx 4 deals with the (one-to-one) 
correspondence a +--+ a between the symbols a and the operawrs a. 
Problem a:4 has no sense as long as the symbols a are undefined. They 
may, however, be implicitely defined just by putting a rule of cor
respondence. (When the symbols a are identified with the classical 
quantities a(p,q), problem 0'.4 becomes identical with problem o:3). 

V o n N e u m a n n 1) has proposed the rules 

if a ~_,.. a, then /(a) ~_,.. /(a), I 

if a~_,.. a and b ~~ b, then a+ b ~~a+ b. II 

f (a) is defined as the operator, which has the same eigenstates as a 
with eigenvalues /(aµ.), where aJL are those of a. Then I seems to be 
obvious. The observable /(a) can be measured simultaneously with 
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a, its value is /(aµ.), where aµ. is that of a. When a and b commute, 
a + b has the same eigenstates as a and b with eigenvalues aµ. + bw 
where aµ. and bµ. are those of a and b. Then II seems also to be ob
vious. a+ b can be measured simultaneously with a and b, its value 
is aµ. + bµ., where aµ. and bµ. are the values of a and b. When a and b 
do not commute, II is proposed with some hesitation. Because ac
cording to Oq the probability of finding a value aµ. for a in a state k is 
Tr(kkµ.,..) (and because of 1.20)), the expectation value (average 
value) of a in this state is 

Ex( a) = ~ Tr(kkµ.µ.)aµ. = Tr(ka) ( 1.31) 
µ. 

and similar for b. If one requires that for a certain pair of observables 
a and b always 

Ex(a + b) = Ex(a) + Ex(b), 

one must, because of 

have that 
Tr(k(a + b)) = Tr(ka) + Tr(kb), 

Ex(a + b) = Tr(k(a + b)). 

( 1.32) 

( 1.33) 

( 1.34) 

Because this has to hold for all states k, a and b have to satisfy rule 
II. When II is given up for certain pairs a,b, the additivity of the 
expectation values of these pairs has also to be given up. 

In 4.01 it will be shown that, if I and II shall be generally valid, 
the symbols a have to be isomorphic with the operators a. But then 
there is no reason to introduce the former, their task (if any) can 
be left to the latter. Accordingly for the sake of brevity we shall 
henceforth speak of the (quantum) observable a. 

·when on the other hand, the symbols a are intended as real com
muting quantities, the general validity of I and II cannot be main
tained. As long as the symbols a are not further defined, problem 
0<4 comes to searching for a one-to-one correspondence a ~~ a 
between the commutative ring of real symbols a and the non-com
mutative ring of Hermitian operators a. There may be no, one or 
more solutions. After the pleas for I and for II, one might be in
clined to maintain 1 and to restrict II. In 1.13 we meet with a par
ticular case (problem 0<sJ for which II has to be maintained and there
fore I has to be restricted. Because we are further exclusively in
terested in problem cx5 , we will not examine the possibility of solu
tions for which 11 is restricted. 



ON THE PRINCIPLES OF ELEMENTARY QUANTUM MECHANICS 415 

l.11 Hidden parameters. We try to trace the conditions for the 
assumption that the statistical description of quantum mechanics is 
(at least formally) of the 1st kind 51 (problem~). A statistical des
cription 51 must be obtained by statistical averaging over uniquely 
determined processes. The averaging must be described by inte
gration or summation over a statistical distribution with respect to 
certain parameters. Unless they are further specified, we denote all 
parameters by a single symbol ~ and integration (including a pos
sible density function) and summation over continuous and discrete 
parameters by J di;. Parameters, which are in no way observable with 
respect to Oq, are called hidden parameters. (We exclude their oc
curence in 1.15). As a pure superstate we define a state for which all 
parameters (inclusive the hidden ones) have a definite value. 

1.12 Distributions. A quantum state must be described as an en
semble of pure superstates. The statistical operator k of the quan
tum state must correspond to at least one (non-negative definite) 
distribution function k(;) for the superstates. For each definite 
value of ; all k(!;) must have definite values and therefore must 
commute. k(!;) must be normalized by J d!; k(!;) = 1, so that with ( 1.2.3) 

Trk = J d!; k(!;). ( 1.35) 

Further the correspondence must be linear 

if k 1 +--i>- k1(1;) and k 2 +-+ k2(~). then k 1 + k 2 +--i>- k1(1;)+k2(1;). (l.36) 

The observable (with respect to Oq) represented by the statistical 
operator kµ.µ. of a pure quantum state has the eigenvalue l in this 
quantum state and 0 in all orthogonal states. The probability of 
measuring in a system, which is originally in a quantum state k, 
the value 1 (and leaving the system in the pure quantum state kµ.µ.) 
is Tr(kkµ.µ.)· In a description of type 51 this probability must be in
terpreted as the probability that any superstate belonging to the 
ensemble with distribution function k(;) corresponding to k also 
belongs to the ensemble with distribution function kµ.µ.(1;) corres
ponding to k,uw The latter probability is J d!; k(!;)kµ,u(;). Therefore 
the correspondence k +--i>- k(;) must be so that always 

( 1.37) 

For two orthogonal states k1 and k2 this expression is zero, which 
guarantees that the distribution functions k 1 (!;) and k2(;) do not 
overlap, provided they are non-negative definite. 
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1.13 Superquantities. The expectation value of the observable a 
in the quantum state k is because of ( 1.31) and ( 1.37) 

( 1.38) 

The right hand member of ( 1.38) can be interpreted as the average 
value of a quantity a(~) = :S a,,.k,,.,,.(~) (defined as the superquantity 

µ. 

corresponding to the observable a) in the ensemble of superstates 
with distribution function k(~). This is exactly the way in which the 
expectation value should appear in a description of type 5 1. Thus 
with the correspondence a +-+ a(~) (which is a linear generalization 
of k +--+ k(~)) the expectation value of a in the state k can be writ
ten 

Tr(kaJ = J d; k(~) a(;). ( 1.39) 

Comparison with ( 1.35) shows that the unit operator 1 has to cor
respond to the unit quantity 1 

1 +--+ 1. III 

By a further linear generalization of ( 1.39) we see that the cor
respondence a +--+ a(~) must obey the rule 

if a +--+ a(~) and b +--+ b(;), then Tr(ab) = fd~ a(;) b(;). IV 

Rule 1I is a consequence of rule IV (the necessity of II is evident 
from the beginning, because average of sum= sum of averages). 
Therefore rule I cannot be satisfied without restrictions. 

Problem et. 5 is how to establish the correspondence a +--+ a(~). 

o:5 is, like o:3 , a special case of cx4. 

1.14 Equations of motion. The equations of motion for the quan
tum states must be obtained from the equations of motion for the 
superstates. The former are determined by the Ham i 1 ton i an 
operator H (which may depend on time t) of the system according 
to the equation of motion of the statistical operator k 

dk = -[H k] 
dt ' 

(which is equivalent to the Sch r o din g er equation 

ti 2qi 
---=Ho 

i 2t ' 

( 1.40) 
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for pure quantum states). Because the correspondence k +---+ k(;) 
is linear, we have 

dk dk(f,) 
dt +---+ ---;u- . ( 1.41) 

( 1.40) can be integrated into 
j j 

k(t) = e - ~{'1' H(I') k(t
0

) e { [ dt' H(t'l ( 1.42) 
j 

- i_ j dt' H(dt') 
(which is equivalent to (j)(t) = e 1

\ (j)(t0) for pure quantum 
states). If the superquantity corresponding to the bracket expres
sion [a,b] is written ((a(f,), b(;))) (the former and consequently also 
the latter bracket expression is antisymmetrical), the equation of 
motion of the distribution function k(f,) reads 

d~~f,). = - ((H(;), k(;))). ( 1.43) 

Because 

:t Tr(ka) = Tr (- [H,k] a+ k ~~) = Tr ( k( [H,a] + ~F)) ( 1.44) 

and correspondingly 

:t f d; k(;) a(f,) = f df, (- ((H(f,), k(f,l)) a(f,) + k(f,j oao~;)) 

= J d; k(;) ( ((H(;), a(;l)) + 0~~;)), (1.45) 

the dynamical time dependence can be shifted from the wave func
tions qi and the statistical operators k (S c h r o d i n g e r repre
sentation) and the distribution functions k(f,) to the operators a 
(Heisenberg representation) and the superquantities a(;). 

Instead of ( 1 .40), ( 1 .43) we then get 

da aa 
dt =at+ [H, a], (1.46) 

d~~f,) = 
0~~f,) + ((H(f,), a(f,))). (1.47) 

For those parameters f,, which correspond to observable quantities 
(with respect to Oq) ( 1.47) must be valid and reads 

a; ac, ,. 
dt =at+ ((H(c,), f,)). (1.48) 

Physica XII 27 
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The equations of motion for the hidden parameters may be of a dif
ferent form. When all parameters (inclusive the hidden ones) are 
continuous, their equations of motion have to satisfy the-condition 
that when inserted in 

da(~) = oa(~) + oa(~) d; 
dt at · a; dt 

( 1.49) 

(where the last term stands symbolically for a sum over all separate 
parameters;), they must give (1.47). 

We may summarize that, in order to give a statistical description 
of the 1st kind, one would have to determine (only formally for 
type S}, also experimentally for type S!) the parameters ; (inclusive 
the hidden ones) and the density function, the {one-to-one or one-to
many) correspondence a~ a(;) (problem 1Xs) and the equations 
of motion for the hidden parameters (if there are any such), all 
with regard to the imposed conditions. 

1.15 Correspondence a~ a(;). Because a non-Hermitian 
operator a (with adjoint at) can be written as a complex linear com
bination of Hermitian operators 

the generalization of the correspondence a +----? a(;) to non-Her
m it i an operators is uniquely determined. Now take the non-Her
m it i an transition operators kµv' which according to ( 1.13), ( 1.14) 
form a complete orthonormal system in the ring of operators a. 
For the corresponding functions kµv(;) we get corresponding to 
(1.11), (1.12); (1.13), (1.14) and (1.15) (and using III, IV and (1.03)) 
the relations 

J d~ kµv(~) = 8µv> 

1: kµµ(;) = l ; 
µ 

J d~ k~v(~) kµ'v'(~) = 8µµ' 8w' , 

1: kµv(;) k~v(;') = 8(; - ;') 
µ.,v 

( 1.50) 

( 1.51) 

( 1.52) 

( 1.53) 

(8(; - ;') stands for a product of 8-symbols for all parameters~ and 
the inverse of the density function) and 

a(~) = 1: !Xvµ. kµv(;) with !Xvµ. = J d; k:v(~) a(~). ( 1.54) 
µ.,v 
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(the (1. 11µ. are the same as in ( 1.15)). These relations show, that the 
functions a(~) can be regarded as elements of a (generalized) 
Hi 1 be rt space, in which the kµ. 11 (1;) form a complete orthonormal 
system; ( 1.52) expresses the orthonormality, ( 1.53) the completeness. 

We now show that the correspondence a +--+a(;) has to be a 
one-to-one correspondence. Suppose for a moment there are opera
+.ors kµv to which there correspond more than one functions kµ. 11(;), 

which we distinguish by an index p, kµ.v +--+ kµ.v;p(;). Then the ex-
pression 

'!-. J a; kµ.v; p(;) k~'v'; p'(;) kµ:v•; p"(;') 
µ. ,v 

evaluated with (1.52) gives kµ.v; p"(;'), evaluated with (1.53) it gives 
kl-'v; p(;'). Therefore kµ.v; p"(;') and kµ.v; p(1;') have to be identical. To 
each operator a and only to this one there has to correspond one and 
only one superquantity a(;). As a consequence the superquantities 
a(~) must depend on the same number of parameters (at least if 
they are not too bizarre) as the operators a, i.e. on twice as many as 
the wave functions cp. 

Thus to each (normalizable) real function a(;) and only to this one 
there corresponds one and only one Hermit i an operator a, which 
represents an observable quantity (with respect to Oq)· In other 
words every real function a(1;) is a superquantity. Bec'ause this also 
holds for the (real and imaginary parts of the) parameters ; them
selves, none of them can be hidden in the sense defined above. (An 
observable quantity may occasionally be inobservable in a measur
ing device adepted to an incommensurable quantity; in this sense a 
parameter may occasionally be hidden). In particular all parameters 
must obey ( 1.48). 

Comparing (1.15) and ( 1.54) we see that the correspondence 
a +--+ a(1;) can be expressed by 

a(1;) = Tr(m(1;)a), a= J d1;m(1;)a(1;), (l.55) 
with 

m(1;) =~kl'" ki"(1;); mt(;) = m(1;). (1.56) 
µ.,v 

The Hermitian transformation nucleus n'1(1;) satisfies the rela
tions 

Trm(;) = I, 

jd; m(;) = 1; 

Tr(m(1;) m(;')) = a(1; - ;'), 

J d1; Tr(m(;) a) Tr(m(1;) b) = Tr(ab) (for every a and b) 

( 1.57) 

( 1.58) 

(1.59) 

( 1.60) 
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( 1.60) is equivalent to 

f ac; m(c;) Tr(m{c;) a) =a (for every a). 

( 1.59) expresses that m(c;) is orthonormal with respect to the ring of 
operators a, complete with respect to the ring of superquantities 
a(c;); ( 1.60) expresses the crossed properties. 

If, on the other hand, a Hermitian transformation nucleus 
m(c;) satisfies the conditions ( 1.57), (I .58); (I .S9), ( 1.60), the corres
pondence (I.SS) satisfies III and IV. We may either choose a com
plete orthonormal system of kµv• satisfying (I. I I), (I. I 2); (I. I 3), 
(I. I 4) and determine the corresponding system of kµv(c;), which then 
satisfy (I.SO), (I.SI); (1.S2), (I.S3), or we choose the latter system 
and determine the former one. In both cases m(c;) can be expanded 
according to ( l.S6). 

l. I 6 Uniqueness. Now let us see whether the correspondence 
a *-~ a(E;) is uniquely determined by the conditions III and IV. 
Suppose we have two different nuclei m'(C:) and m"(c;), depending 
on the same parameter c; and both satisfying (1.S7), (I.SB); (l.S9), 
(l.60). When we choose for both the same complete orthonormal 
system of kµv(c;) satisfying (I.SO), (I.SI); (1.S2), (l.S3), we find two 
corresponding systems of k~v and k;v, which each satisfy (I. I I), 
( 1.12); ( 1.13), ( 1.14). Therefore the latter systems can be connected 
by a unitary transformation 

k l - k" t t - 1 · k" - tk' (1 61) µ.v - U µ.v U , U U - , µ.v - U µ.v U . 

(expressed analoguous to (1.03) u can be written as 'Z cp~ q;i~t). The 
µ. 

same unitary transformation connects the nuclei m' (c;) and m" (c;) 
and also the statistical operators k' and k" corresponding to the 
same distribution function k(c;) and the operators a' and a" cor
responding to the same superquantity a(c;). Then the single and 
double dashed representations are isomorphous and in quantum 
mechanics regarded as equivalent. Therefore, when the parameters 
c; have been chosen, the correspondence a *---+ a(c;) (if there is any 
correspondence) can be considered as unique. 

vVhen we choose one set of parameter~ c; and another set of para
meters 'lJ, the nuclei m(c;) and m('lJ) (if there are any nuclei) can be 
considered as uniquely determined. When we take a complete ortho
normal system of kµ.v satisfying ( 1.11), (I. 12) ; (I. 13), ( 1.14), we find 
two corresponding systems of k~v(c;) and k~v('lJ), which each satisfy 
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( 1.50), ( 1.51); ( 1.52), ( 1.53). Then it follows that the superquantities 
a'(C:) and a"('YJ), corresponding to the same operator a are connected 
by 

a'(C:) = J d'Y) v(C:; 'YJ)a"('Yl); a"('Yl) = J d~ v(C:;'YJ)a'(;), (1.62) 

where the transformation nucleus 

(1.63) 

satisfies 
( 1.64) 

J d'Y) v(C:; 'Y)) v(C:'; 'YJ) = o(C:- C:')' f dC: v(C:; 'YI) v(C:; '1)
1

) = o(YJ -Yj'). ( 1.65) 

The rings of a'(C:) and of a"(YJ) are not necessarily isomorphous. 
When they are, we must have 

ff d'YJ'dYJ"v(C:; YJ')v(C:; "fl")a"('Yl')b"(YJ") = f dYJ v(C:; YJ)a"("fJ)b"(YJ) (1.66) 

for every a"(YJ) and b"(YJ), which requires 

v(~; 'YI') v(C:; YJ") = v(C:; 'YI') o(YJ' - 'YI") ( 1.67) 
and similarly 

v(C:'; "fl) v(C:"; YJ) = v(C:'; "I)) o(C:' - C:"). ( 1.68) 

The solutions of (1.67) and (J.68) have the form 

v(;; 'YJ') = o('YJ(;) - 'YJ') ( 1.69) 
and 

v(C:'; YJ) = o(C:' - c: (YJ)), ( 1.70) 

where "t)(C:) and C:(YJ) are single valued functions. Because ( 1.69) and 
(1.70) have to be identical, "fJ(C:) and C:(YJ) have to be inverse to each 
other with unit functional determinant 

I ~~~j I= I ~~~~ I= l (l.7 l) 

(it should be remembered that we symbolically write C: or YJ for what 
might be a whole set of parameters C: or YJ). With ( 1.69), ( 1.70) we 
get for (I.62) 

a'(~) = a"(YJ(~)); a"(YJ) = a'('YJ(~)). ( 1.72) 

This shows that the transformation between two isomorphous re
presentations a'(C:) and a"(ri) can be regarded as merely a transform
ation of the parameters. It further follows that, if the dynamical 
conditions for ( 1.49) are fulfilled by one of these representations, 
they are also fulfilled by the other one. Therefore isomorphous re
presentations can be regarded as equivalent. 
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When the solution v(~ ;"tJ) of ( 1.64), ( 1.65) is not of the form ( 1.69), 
(I.70), the representations a'(~) and a"("tJ) are non-isomorphous. 

1.17 Parameters. In 4.03 we derive a correspondence, satisfying 
III and IV, in which the two independent parameters (denoted by 
p and q), which run continuously between - oo and + oo, corres
pond to the operators p and q. This choice of parameters might seem 
the most satisfactory one, as it is adapted to the fundamental part 
played by the momentum and the coordinate. (By the way, because 
momentum and coordinate cannot simultaneously be measured, p 
may be regarded as occasionally hidden in a coordinate measure
ment, q similarly in a momentum measurement - or in a somewhat 
different conception p may be regarded as occasionally hidden in 
q-representation, q in p-representation; both p and q may be regard
ed as occasionally partially hidden in other measurements or re
presentations). 

In 1.16 we have seen that for each choice of a complete orthonor
mal system of kµ,v(p,q), satisfying (1.50), (1.51); (1.52), (1.53), there 
must for every other representation with parameters 'f., be a similar 
system of kµ.v('f.,) with the same set of indices µ,v. That makes us ex
pect that when ~ stands for a set of not too bizarre continuous para
meters, the latter can like p and q be represented by two independent 
real parameters rands. We do not examine the validity of this ex
pectation (which would be very difficult). 

1.18 Bracket expressions. When these parameters rands are also 
independent of time, the consistency relation for ( 1.47), ( 1.48) and 
( 1.49) reads 

oa(r s) oa(r,s) 
((H(r,s), a(r,s))) =--a:/- ((H(r,s), r)) +-as- ((H(r,s), s)) (1.73) 

(for every a(r,s)). 

·when the superquantities H(r,s) corresponding to the Ham i I
to n i a n operators H are not restricted to functions of a too 
special type, ( 1. 73) requires (using the antisymmetry properties 

((r,s)) = - ((s,r)); ((r,r)) = (ls,s)) = 0) 

((a(r,s), b(r,s)))=((r,s))(a(r,s), b(r,s)) (foreverya(r,s) and b(r,s)), (1.74) 

with the Poisson brackets tsimilar to (1.01)) 

( ( ) b( )) 
= oa(r,s) ob(r,s) - oa(r,s) ob(r,s) 

a r,s ' r,s ar as as ar . (1.75) 
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For the superquantities p(r,s) and q(r,s) corresponding to p and q 
we get because of ( 1.30) 

((P(r,s), q(r,s))) = ((r,s)) (p(r,s), q(r,s)) = 1. (1.76) 

Therefore (1.74) can also be written 

(a(r,s), b(r,s)) 
((a(r,s), b(r,s))) = (p( ) ( )) . r,s , q r,s 

( 1.77) 

This means that the correspondence a +---'>- a(r,s) has to satisfy the 
rule 

if a~ a(r,s), b ~ b(r,s) and p ~ p(r,s), q +---'>- q(r,s), 

then [a,b] +---'>- ~a(r,s), bt's))). V 
p(r,s), q r,s) 

The analoguous derivation for the parameters p and q gives 
(independent of our unproved expectation about the parameters 
rand s) the condition 

if a+---'>- a(p,q) and b +---'>- b(p,q), then [a,b] +-----'>- (a(p,q), b(p,q)). V 

For this choice of parameters problem ix5 of the correspondence 
between the superquantities a(p,q) and the quantum operators a 
seems very similar to problem ix3 of the correspondence between the 
classical quantities a(p,q) and the quantum operators a, by which 
they are replaced in the procedure of quantization. The fact that in 
this procedure the Poisson brackets in the equations of motion are 
replaced by operator brackets might suggest rule V' in problem ix3 . 

If a solution of ix3 satisfying rules III, IV and V' could be found, the 
classical description could be regarded as the description of the uni
quely determined processes in a statistical description of the 1st 
kind 5 1• The utopian notion Ou, intended to proclaim these processes 
as observable, would coincide with the classical notion Oc. This would 
not (as it might seem) exactly mean a return towards the old classi
cal theory, which was regarded as incorrect (with respect to Oq and 
therefore also with respect to Ou, which regards Og as correct, 
though incomplete), because one would have to deal with peculiar 
distributions of classical systems. These distributions would have to 
be responsible for quantization. 

But such a solution cannot be found. In 4.02 we show that V' is 
self contradictory (except for limn-'>- 0). Because V' already fails 
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for operators of occuring types, a restriction of the admitted opera
tors could not help. Therefore a solution of problem ats with p and q 
as parameters, which satisfies the dynamical conditions, is impos
sible, just as a solution of oc3 , which describes the quantization of the 
classical equations of motion by the same rule as the quantization of 
the classical observables. 

This is in point of fact all we have been able to prove. Though p 
and q may seem the most satisfactory choice of parameters in a 
description of type 5 1, the formal disproof of just this description 
does not involve the impossibility of any description of type SJ. A 
complete proof of the impossibility of a description of type SJ does not 
seem simple and neither does the construction of such a description. 

For a pair of continuous time independent parameters r and s 
condition V would have to be satisfied. When the commutator of 
rands commutes with rands, Vis self contradictory just like V'. 
It is doubtful whether V can be consistent in other cases. A pair of 
continuous time dependent parameters r(t) and s(t) must at every 
time t be unique single-valued functions of the initial values r(t0 ) and 
s(t0) at an arbitrary time t0 • Then instead of the time dependent r(t) 
and s(t) the time independent r(t0) and s(t0) can serve as parameters. 
Therefore, if our expectation about continuous parameters is justi
fied, the difficulty for such parameters lies mainly in the consistency 
of V. It is difficult to see how parameters with entirely or partially 
discrete values or of too bizarre continuous type could give a satis
factory description of type 5 1• 

There are still more difficulties for a description 5 1 as we will see 
in a moment. 

1. 19 Quasi-statistical description. Whereas it is doubtful whether 
the dynamical condition V can be fulfilled, conditions Ill and IV can 
be satisfied without much difficulties. With a solution of the latter 
conditions only, one can construct a quasi-statistical description of 
the 1st kind Q1, which looks very similar to a formal statistical 
description of the !st kind SJ, but in general does not satisfy the 
dynamical (and, as we will see in a moment, other necessary) con
ditions. A solution of III and IV gives according to ( 1.39) the correct 
average values. But the real distribution function k(;) corresponding 
to a Hermitian non-negative definite statistical operator k of a 
quantum state (pure state or mixture) is in general not non-negative 
.definite. 
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The difficulty of interpreting negative probabilities might perhaps 
be surmountable, at least in formal sense .. ~1 . Meanwhile, according 
to the remark following (l.37), it is no longer guaranteed, that the 
distribution functions k 1 (1;) and k2(1;) corresponding to orthogonal 
quantum states k 1 and k 2 do not overlap. And overlapping of such 
distribution functions it not allowed by the notion of quantum ob
servability Oq. We see this in the following way. Suppose we subject 
the system repeatedly to a measurement, which distinguishes be
tween the states k1 and k2 (and other orthogonal states). When after 
one measurement the system is left in the state k1, the probability 
of finding it after a repeated measurement in the state k2 is 0 
because of (1.37). In the quantum mechanical interpretation this 
means absolute certainty of not finding the state k2 • In the quasi
statistical interpretation the zero value for the right hand member 
of ( 1.37) results from integration of positive and negative probabili
ties over the region of overlapping. Integration over a statistical 
distribution refers to a great number of measurements. In a proper 
statistical description of the 1st kind 5 1 the absolute certainty of not 
finding the state k2 , even in a single measurement, can only be esta
blished if no superstate occurring in the ensemble k1 (1;) can also occur 
in the ensemble k2(1;), i.e. if k 1 (1;) and k2(1;) do not overlap. 

Therefore in order to find a statistical description of type SJ, OM 

would have to satisfy not only conditions II, IV and V (or another 
dynamical condition), but also the condition that the distribution 
functions of quantum states are non-negative definite, or at least 
that the distribution functions of orthogonal states do not overlap. 
This task does not look very promizing. 

We incidentally remark that in any representation of type Q1 

either of the two parameters can be treated as occasionally hidden. 
Already after integration over this one parameter we get the quan
tum mechanical formalism in the representation of the other para
meter. In particular no negative probabilities are left. 

In 4.03 we derive a particular solution (Wey l's correspondence) 
of III and IV with parameters p and q and in 5 we discuss the quasi
statistical description Q1 to which it leads. We do so not only for the 
sake of curiosity, but also because it is very instructive to those 
opponents in the fundamental controversy, who have a description 
of type 5 1 (similar to that of classical statistical mechanics) vaguely 
in mind. A description of type Q1 might be the utmost (though 
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rather poor) realization of such foggy ideas. (The mysterious hidden 
parameters then turn out as ordinary, occasionally inobservable
observables). Such a description clearly shows the obstacles (equa, 
tions of motion; non-negative probabilities or non-overlapping 
distributions) at which all such conceptions may be expected to 
break down. 

So far the general line of reasoning. Before dealing further with 
correspondence in 4, for which we need the operator relations of 3, 
we review in 2 the measuring process in terms of the operator re
presentation. 

2. The measurin~ process. 

2.01 Deviation. Quite apart from the interpretation of 1.10, the 
expectation value of a quantum observable a in a quantum state k 
is given by (1.31) or 

Ex(k; a) = Tr(ka). (2.01) 

Further the deviation of this observable in this state is defined by 

Dev(k; a)= Ex(k; (a- lEx(k; a))2) = Tr(k(a-1Tr(ka))2) = 

= Tr(ka2) - (Tr(ka))2• (2.02) 

First we review some consequences of this definition, detached of 
any interpretation. 

It can be seen from the inner members of (2.02) that the deviation 
is non-negative. We form the transition operators k 11µ. (1.03) of the 
complete system of eigenfunctions Cfiµ. of a with eigenvalues aµ. 
and expand k according to (1.15) as 

k = }: Y.,,µ. kfL" with Xvµ. = Tr(kvµ. k). 
µ.,11 

The normalization of k (Trk = 1) gives with (1.11) 

}: XfLµ. = l. 
µ. 

Then (2.02) gives 

(2.03) 

(2.04) 

Dev(k; a) = }: xµ.µ. a~ - (}: xµ.fL aµ.) 2 = l}: Xµ.µ. xw (aµ. - a11)
2

• (2.05) 
µ. µ. µ.,11 

If k is a pure state with wave function cp, we have 

Xµ.µ. = Tr(kµ.µ. k) = \ cpi cp\ 2
. (2.06) 

xfLfL is then non-negative and (2.05) can only be zero, if cp is a linear 
combination of eigenfunctions Cfiµ. all with the same eigenvalue aµ.. 
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If the normalized quantum state k (pure state or mixture) can be 
written as a mixture of other normalized states k, with weights k, 

k = L.k,k,; k, > 0, L. k, = 1, (2.07) , , 
(2.02) gives 

Dev(k; a) = L. k, Tr(k,a2) - (L. k,Tr(k,a))2 
, , 

= L.k,Dev(k,;a) + }L.k,ks(Ex(k,;a)-Ex(ks;a))2• (2.08) 
' ~s 

The deviation of a in the state k is therefore only zero, if all occuring 
states k, (k, > 0) in the mixture give zero deviation and the same 
expectation value for a. Taking for the k, pure states (the eigen
states of k), we see that a is only deviationless in the state k, if the 
latter is a pure linear combination or a mixture of linear combina
tions of eigenstates of a all with the same eigenvalue. 

Because one can easily find two non-degenerate quantum opera
tors (i.e. quantum operators with no more than one eigenstate for 
each eigenvalue), which have no eigenstates in common (e.g. p and 
q), there can be no quantum states in which all observables have 
zero deviation (deviationless states) 1). Here might seem to lie the 
reason why the observational statements of quantum mechanics 
are in general of statistical character. No doubt there is some con
nection, but this rapid conclusion should not be taken too rashly, 
because it implies an interpretation of the deviation, which is not 
entirely justified. Let us turn to this interpretation. 

In a statistical description of the 1st kind 5 1 the deviation of a 
quantity a is defined by 

Dev(a) = Ex((a - Ex(a))2) = Ex(a2
) - (Ex(a))2. (2.09) 

In an ensemble, in which this deviation is zero, a must have the 
same value in all samples. Then it follows that for every function /(a) 

Ex(/(a)) = /(Ex(a)). (2.10) 

\Vhereas in general a has a proper value only in a sample and in an 
ensemble only an average value (expectation value), one can speak 
of the proper value of a in an ensemble if the deviation is zero. 

In quantum mechanics it is not entirely clear what is meant by 
the square or another function of an observable. In order to discuss 
things, let us have recourse for a moment to the notion of 1.10 and 
let a stand for the observable represented by a(a +---+ a; problem 
ct4). Then (2.09) is only identical with (2.02) for all states k if 
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a2 ~ a 2
• Further we· have seen that a state k, in which (2.02) is 

zero, must be a (mixture of) linear combination(s) of eigenstates of a 
all with the same eigenvalue aµ. In these states the eigenvalue of 
f(a) is f(a11.) and Dev(k; /(a))= 0. We write the operator, which re
presents f(a) as f(a). If (2.10) shall be valid in a state k, in which 
(2.02) is zero, we must have 

Tr(kf(a)) = /(Tr(ka)) = j(aµ.) = Tr(k f(a)); Dev(k; f(a)) = 0. (2.11) 

The second part is a special case of the first. The first part requires 
that the matrix elements of f(a) with respect to the eigenstates pf a 
with the same eigenvalue aµ. have to be the same as those of /(a) 
(i.e. equal to /(aµ.)), the second part that the matrix elements of f(a) 
with respect to the eigenstates of a with different eigenvalues aµ 

are zero like those of f(a). This means f(a) =/(a) so that I has to 
be satisfied. For every a, for which I is accepted, (2.10) always holds 
in states in which a has zero deviation. For those a, for which I is 
rejected, (2.10) breaks down even in such states. In the latter 
case it should be kept in mind that if we speak about aµ. as the proper 
value of the observable a in such a state, this is actually more or 
less misleading. 

Thus we could give a meaning to the deviation, as soon as we could 
give a meaning to problem ri4 (or the special case rJ.5). This meaning 
would only agree with the one which is usually prematurely ac
cepted, as long as rule I would hold. From the quantummechanical 
point of view Oq there is no need for such a meaning. Meanwhile 
from the formal point of view the definiteness of the expression (2.02) 
remains of interest. 

2.02 The measuring device 1). The aim of an (ideal) measuring 
process is to infer (the most complete) data of the object system from 
the data of the observational perception. Object system and ob
server interact by intervention of a chain of systems, which form 
the measuring instrument. This chain can be cut into two parts. 
The first part (which may be empty) can be added to the object 
system, the last part to the observer. Extended object system and 
extended observer interact directly. The (extended) object system 
is regarded as a physical system. It is described by a physical treat
ment. The (extended) observer is unsusceptible of a physical treat
ment. Its part consists in an act, which must be stated without 
further analysis. The result of the measuring process should be in-
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dependent of the place of the cut in the measuring system, provided 
the first part is entirely accessible to a physical treatment. 

We make a simplified model of the extended object system in 
which all partaking systems have one degree of freedom. The original 
object system is denoted by 1, the successive systems of the measur
ing instrument before the cut by 2,3, ... . n. Every pair of adjacent 
systems l - 1 and l (l = 2,3, .... n) is c·oupled during a time interval 
(t21-4, t21-3). The time intervals must be ordered so, that 

(2.12) 

For the sake of simplicity we impose the condition that different time 
intervals do not overlap 

(2.13) 

Then the couplings between the various pairs of adjacent systems 
can successively be treated separately. 

In 1 we choose a complete system of orthonormal wave functions 
<'fl;µ. (t). The time dependence can be described with the help of a 
Hermit i an operator H?(t) according to 

tt a , ) _ Ho( ) , ( - z 2f Cfitµ.(t - I t Cfitµ. t) · (2.14) 

1 is coupled with 2 during the time interval (t0 ,t1). This means that 
during this time interval the Ham i 1 ton i an Hti(t) of the com
bined systems 1 and 2 cannot be split up into the sum of two 
Ham i 1 ton i ans H 1 (t) and H2(t) of the separate systems. The 
system 2 is supposed to be initially in the pure quantum state rp20(t0). 

We impose two conditions on H 12(t) and rp20 (t0). The first condition 
is that H 12(t) - H?(t) must be diagonal with respect to the system 
of cp;µ. (t) 

(2.15) 

Gµ. 2 is an operator with respect to the variables of 2 (q-number), but 
an ordinary number with respect to the variables of I (c-number). 

When I is initially in the pure quantum state rpiµ.(t0), the final 
state of 1 and 2 to15ether is because of the wave equation 

(2.16) 

given by 
. t. . 11 -+ j dtH.,(t) , ( ) , ( -i j dtGµ.2(t) 

e 1, Cfi1µ to '?20(to) = '?1µ. t1) e 1, <p20(to). 
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With arbitrary chosen functions gµ.(t) and 

' 
(t) _ I (t) - ! f dt'gµ.(t') • 

CJllf' - CJl1f' e '• , 
. t 

~ (t) _ -+ j dt'(-gµ(l'l+Gµ.2(1)) (t ) 
t;.21-' - e '• CJl20 o 

(2.17) becomes 

(t0 < t < t), (2.18) 

(2.19) 

The second condition, which we impose on H 12(t) and cp20(t) is that 
the (already normalized) cp2f'(t1) must be orthogonal 

. 11 

t (t ) (t ) - t (t ) ; j dt (-gf'(t) +Gµ.2(1)) 
CJl2f' I Cfl2v I - Cjl20 0 e 10 • 

. ,, 
- ; j dt(-gv(tl+Gv2(1)) (t ) _ ~ 

. e t 0 Cjl2Q 0 - Oµv• (2.20) 

The system of rp2µ(t 1) need not be complete. 
For t > ti> after the coupling has been dissolved, and 2 have 

separate Ham i 1 ton i an operators H 1(t) and H 2(t). The ortho
normal functions Cfltµ(t 1) and cp2µ(t2) then transform into the ortho
normal functions 

I 

- ! j dt' H 1(t') 
!fi2µ(t) = e 1, tfi2µ(t1). 

The complete wave function (2.19) transforms into 

tfi1µ(t);o2µ(t) (t > t1)· 

(2.21) 

(2.22) 

The succeeding pairs of adjacent systems are coupled analogously. 
The complete wave function of the first m systems after the last 
coupling becomes, in the same way as (2.22), 

C(1µ(t)92µ(t) .. ·!fimµ(t) (t2m-3 < t < t2m-2)• (2.23) 

More general 1 can, instead of being in a pure state q:i1µ(t0), be 
initially in a state with statistical operator k 1 (t0), which then can 
be expanded according to 

k1(to) = ~ X1vµ(t0)k1µv(to) with Xtvµ(t0) = Tr(k1vµ(to)k1(t 0)). (2.24) 
µ,v 
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The statistical operator of the first m systems after the last interac
tion then becomes with (2.23) 

k12 ... ,,.(t) = ~ X1vµ(to)k1µv(t)k2µv(t) ... kmµv(t) (t:im-3 < t < t2m-2). (2.25) 
µ.,v 

The interactions have affected the states of the partaking systems 
and established a correlation between them (entanglement). 

2.03 Infringed states. When after the interaction the correlation 
between the state of an arbitrary system l(l < l < m) and the state 
of the other m - 1 of the first m systems is ignored, the latter state 
can irrespective of the former state according to (2.25) and (I. I I) be 
described by the statistical operator 

k12 ... (l-I) (1+1) ... ns(t) = Tri k12 ... 111 (t) 

= ~ X1µ.µ.(to)k1µ.µ.(t) ... k(l-1)µ.µ.(t)k(l+llµ.µ.(t) .. . kmµ.µ(t) 
µ. 

(2.26) 

(Tr1 denotes the trace with respect to the variables of l). More ge
neral the state of a selected series l" l2 , ••• lk ( l < l1 < l2 < ... lk < m) 
out of the chain of the first m systems irrespective of the state of the 
other systems is described by the statistical operator 

(2.27) 

(2.27) is the statistical operator of a mixture of pure quantum states 
rp11µ. (t)ep1,µ (t) ... ep1kµ (t) with weights x 1µµ (t0). The ignorance of the 
correlation with other systems has also partially destroyed the cor
relation between the selected systems themselves. According to the 
remaining correlation only individual pure quantum states qizµ(t) 
of the systems 11, 12, •.. lk with the same Greek index occur together. 
We denote a state of a group of systems, which has come about 
by interaction with other, afterwards ignored, systems as an infring
ed state. ((2.25) is the entangled state (2.27) the infringed state). 

We consider two particular cases of infringed states. First we put 
m = n and let the selected series consist of the systems l and n only. 
(2.27) then becomes 

(2.28) 

The correlation between I and n, which is left in this infringed state, 
justifies the inference that when for n the pure quantum state 
(fnµ(t) is realized, the corresponding pure quantum state rp 1µ.(t) (with 
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the same µ) is realized for 1. 'With this inference the correlation is 
completely exhausted. 

In the second place we put m = n + 1 (supposing that the inter
action between n and n + 1, which crosses the cut, is still accessible 
to a physical treatment) and select the systems 1,2, .... n. Then (2.27) 
gives 

k12 ... n(t) = ~ Y.1µ.µ.(to)k1µ.µ.(t)k2µ.µ.(t) ... knµ.µ.(t) (t ;;;;;d2n-1). (2.29) 
µ. 

(2.29) determines the infringed state in which the extended object 
system is left after the interaction with the observer; if the state of 
the observer is afterwards ignored. 

If in (2.29) we put n = 1, we get 

k1(t) = ~ x1µ.µ.(t 0)k1µ.µ.(t) (t > t1), (2.30) 
µ. 

which determines the infringed state of the original object system af
ter the interaction with the measuring instrument, irrespective of 
the final state of the latter (and of the observer). 

2.04 The measurement conclusion. When the original object system 
and observer are connected by a measuring instrument, which con
sists of an unramified chain of one or more interacting systems, it 
follows from (2.28) that the conclusion about the original object 
system, which the observer can infer from his final perception, 
certainly cannot go further than to indicate which of the pure 
quantum states Cf>iµ.(t) is realized. According to the quantum notion 
of observation Oq the observer can in principle actually infer that 
conclusion under ideal conditions and he cannot infer more under 
any condition. This rule establishes the connection between the 
mathematical formalism and the observers perceptions. The rule 
does not follow from the formalism. The formalism is in harmony 
with the rule. The rule justifies the representation of the formalism 
in terms of pure quantum states. 

The conclusion derived from the measurement thus consists in 
indicating which pure quantum state of the mixture (2.29) or (2.30) 
of the extended or original object system is realized after this 
measurement. It could indicate equally well the realized pure quan
tum state of an arbitrary system or group of systems of the measur
ing instrument. For a great number of measurements on identical 
object systems with identical initial operators the statistical pro
bability of realization of a pure quantum state with index µ is 
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according to the statistical interpretation of (2.29) or (2.30) x1µµ(t 0) 

(cf. Og)· The measuring result is independent of the place of the cut 
in the measuring instrument 1). 

Formally we can distinguish the following stages in the measuring 
act. First the object system is coupled with the measuring instru
ment, which gives the entangled state, then the systems of the 
measuring chain are ignored, which gives the infringed mixture, 
from which finally the realized state is selected. They are represented 
by the scheme: 

initial state k1 (t) = L Xvµk1µ 11(t) 
coupling t µ,v 

entangled state L Xvµk1µ 11(t)k2µv(t) .... 
ignoration t µ,v 

infringed state L xµµktµµ(t) 
selection t µ 

measured state k (t) 1µµ 

2.05 The measiiring of observables. For every system l we can define 
a Hermitian operator a1(t) for which the functions cp1µ(t) form a 
system of orthonormal eigenfunctions with arbitrary prescribed 
eigenvalues a1µ(t). a 1(t) commutes with Hf(t) 

[H~(t), a1(t)] = 0. (2.31) 

The condition (2.15) is then equivalent to the condition that H 12(f) 
must commute with a 1(t), or in general 

[H1,1+1)(t), a1(t)] = 0. (2.32) 

In the pure quantum state ep1µ(t) the observable a1(t) has the value 
a1µ(t). A measurement, which decides which of the states Cf>iµ(t) of l 
is realized, also determines the value of a1(t). It can be regarded as 
a measurement of the observable a1(t). This establishes the experi
mental meaning of the value of an observable. Meanwhile, re
membering 2.01, one should be careful in regarding a1µ(t) as the 
proper value of a 1(t). 

If all eigenvalues of a1(t) are different 

a1µ(t) =F a1v(t) for µ =F v, (2.33) 

the value of a1(t) on the other hand uniquely determines the pure 
quantum state of the system l. Therefore, instead of indicating 
which state cpzµ(t) of l is realized, the observer can in the ideal case 
(2.33) equally well (and otherwise less well) record the value of 
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a1(t). Usually the measuring results are thus stated in terms of 
values of observables and not in terms of states. For this purpose it 
is immaterial whether these values (defined as eigenvalues) have a 
proper meaning in the sense of 2.01 or not. 

2.06 Correlated observables. Similarly a correlation between the 
states of various systems can also be expressed as a correlation be
tween the values of observables of these systems. As a particular 
case we consider the effect of ignoring the correlation with some 
systems (infringement) on the correlation between the remaining 
systems. This effect has in 2.03 been found to consist in the dis
appearance of the non-diagonal statistical operators kivµ(t) (µ =I= v) 
of the latter systems. This has no influence upon the expectation 
values of those observables, for which the operators are diagonal 
with respect to the functions r.p1µ(t). That means that the correlation 
between such observables, for which the operators commute with 
the a1(t), remains unaffected. For other observables the non-diagonal 
elements are dropped and the correlation is more or less destroyed. 
For observables, for which the operator has 110 non-zero diagonal 
elements with respect to the Cfliµ(t), no elements remain and the cor
relation is entirely destroyed. 

2.07 The pointer reading. When for some system in the chain, say l, 
the functions Cfliµ(t) read in q-representation 

(2.34) 

so that they are eigenfunctions of q1 

(2.35) 

we denote the measurement as a (pointer) reading. l is called the 
scale system. The measuring result of a reading can be expressed by 
the value of the coordinate of the scale system. 

A simplified model, which gives such a coupling between the 
systems (l - I) and l, that the values of the observables aci-tJ (t) 
are measured by the values of the coordinate q1, is obtained 1) 

with a H a m i I t o n i an operator of the type 

The condition (2.32) is satisfied. With the choice 

g,,.(t) = h(a(l-tJµ(t)) 

(2.36) 

(2.37) 
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(2.18) gives 
• 11 

(t) _ - ~ f dl/(G(l-1)µ.!l))pz (t ) 
'Plµ. - e 10 'PIO 0 • (2.38) 

We suppose that the wave function of the initial state of l reads in 
qz-representation 

so that q1 has the initial value qzo 

qzcpzo(to) = qiocpio(to) · 
(2.38) then gives 

(2.39) 

(2.40) 

'· Cflzµ.(t1) = 8(q1-qio-F(a<l-llµ.)); F(a(l-llµ.) = f dt /(a(l-llµ.(t)). (2.41) 
t, 

If we put 
(2.42) 

(2.41) becomes 
(2.43) 

These wave functions are eigenfunctions of q1 with eigenvalues q1µ. 

qzcpzµ.(t1) = q1µ.'P1µ.(t1). (2.44) 

The orthogonality condition (2.20) requires 

q1µ. =F q1,, for µ =F v, (2.45) 

which is at the same time equivalent to the condition (2.33). (2.45) 
is satisfied if 

F(a(l-llµ.) =F F(acz-1),,) for µ =F v. (2.46) 

The spectrum of the values q1µ. (2.42) need not necessarily cover the 
whole domain of values of qz from - oo until + oo. 

The momentum operator p1 reads in q1-representation 

ft 0 
P1 =-; aq, · 

The matrix elements with respect to the functions (2.43) are 

ft 0 
Tr(p1k1,,µ.) =-:- -'=> - 8(qz,, - qzµ.)· 

i uq1,, 

(2.47) 

(2.48) 

The diagonal elements (µ. = v) are zero. Therefore the correlation 
of the momentum p1 of the scale system with observables of other 
systems is entirely destroyed by the measurement of the canonical 
conjugate coordinate qz. 
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2.08 Observational connections. For a relation between observa
tional data we need at least two measurements. We consider two 
succeeding measurements during the time intervals (t0 ,t1) and (tb,t;) 
with 

(2.49) 

performed on the same system 1. The first measurement measures 
the states r.p 1µ.(t) or a corresponding observable a 1(t), the second one 
measures the states r.p;µ(t) or a corresponding observable a;(t). 

If the first measuring result indicates the final pure quantum state 
r.p 1µ.(t) (t 1 < t < tb), the statistical operator at the beginning tb of 
the second measurement is k 1µ.µ.(tb), which is expanded according to 

klµ.µ.(tb) = ~ x;µ.µ.,v'µ'(tb) k'1µ'v'(tb) 
µ',v' 

with (2.50) 
Xtµ.µ.,v'µ.'(tb) = Tr(k;v'µ:(tb)k1µµ.(tb). 

The statistical probability, that, after the first measuring result has 
indicated the pure quantum state r.p 1µ.(t) (t1 < t < tb), the second 
measuring result will indicate the pure quantum state l'.Ptv•(t) (t > t;) is 

x;µµ,v'v'(tb) = Tr(k;v'v'(tb) k1µµ(tb)) = I r.p;t.(tb) Cf>tµ(tb) J
2

• {2.51) 

This conditional probability is actually the most elementary ex
pression contained in the formalism, which denotes an observable 
connection and which has a directly observable statistical meaning. 

When the functions Cf>lµ.(t) coincide with the q:i(t1µ), i.e. when a; (t) 
and a 1(t) commute, (2.51) becomes 

x;µ.µ.,v'v(tb) = ?>vµ. (2.52) 

and the second measuring result can be predicted with certainty 
from the first. In this case we have essentially the repetition of a 
measurement. (2.52) expresses the reproducibility of the measuring 
result. 

2.09 Intermingled states. The entangled state of two object systems 
1 and 2 after a coupling of the type described above is of the kind 

(2.53) 

The probability of finding system I in a state k 1 and 2 in a state k2 is 

Tr(k12k1k2) = ~ Zvµ. Tr(k1µvk1) Tr(k2µ.vk2). (2.54) 
µ.,v 

When k 1 and k2 coincide with the projection operators k 1µ.µ. and k2vv• 
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(2.54) becomes equal to xµµ'8µv This might (wrongly) suggest that 
(after the coupling and before the measurement) the state of 1 and 2 
is the mixture 

(2.55) 

instead of the state (2.53). In this way the correlation between 1 and 
2 would be partially destroyed by the omission of the non-diagonal 
terms. In the mixture (2.55) the expectation value of the states k 1 

and k 2 would be 

Tr(ki2k1k2) = ~ xµµ Tr(k1µµ k 1) Tr(k2µµ k2) (2.56) 
µ 

instead of (2.54). It has been emphasized by Furry 3) (in a some
what different form and particularly against our common opponents, 
cf. 2.11) that only if neither k 1 nor k2 coincides with any of the k 1µµ 

or k2w respectively, (2.56) can be different from (2.54). Because the 
latter case hardly occurs in the relevant applications, one is apt 
to make the mistake of replacing (2.53) by (2.55) (and to draw un
justified conclusions whenever this case does occur). 

If 1 and 2 had been coupled with one or more further systems 
3, . . . . according to 

(2.57) 

and these further systems had been ignored afterwards, the in
fringed state of 1 and 2 would correctly be given by (2.55) indeed. 
This infringed state is quite distinct from the entangled state (2.53). 

2.10 Multilateral correlation. In (2.53) the transition operators 
k 1µv and k 2µv belong to two systems of orthonormal wave functions 
Cfliµ and cp2µ, which span the (generalized) Hi 1 be rt subspaces R1 and 
R2 . An interesting case 4 ) is that for which k 12 can similar to (2.53) 
also be expanded with respect to the transition operators lipa and 12pa 

belonging to any two systems of wave functions ~Ip and ~2P in 
R1 and R2, when one system is chosen arbitrarily variable but 
orthonormal and complete, the other system suitably to the first 

(2.58) 

A necessary and sufficient condition 4) for the occurrence of this case 
is that the xvµ are of the form 

Xvµ = x~ Xµ; I Xµ I = x. (2.59) 
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The factorization of 'Xvµ. means that k 12 is a pure quantum state of 
the combined systems 1 and 2 with wave function 

(2.60) 

The unimodular coefficients x.µ./x could even be included in cp1µ. or 

<f>2µ.-
The special case under discussion can easily be generalized to the 

following case. The functions cp1µ. and cp2µ. are taken together in 
groups cp1µ.,• cp1µ.., •••• and cp2µ.,• cp2µ.,• .... , which span the (generaliz-
ed) Hi 1 be rt subspaces R 11 ,R12, .... and R21 ,R22, .... respectively 

(R 1 =Ru + R12 + .... and R2 = R21 + R22 + .... ). In these 
subspaces we take any two sets of systems ~!pi• ~Ip,•. . • • and 
~2Pt, ~2P•' .... , of which one set is chosen arbitrarily variable but 
orthonormal and complete, the other suitably to the first. It is 
easily seen that the last part of condition (2.59) then has to be re
placed by J xµ.p I = x.p. In 1-dimensional subspaces R1p and R2p all 
I-representations are essentially the same. 

An equivalent formulation of the generalized case is obtained by 
taking instead of any two systems of wave functions ~Ip and hP' 
as in the special case, two definite systems of which one is chosen 
arbitrarily fixed but orthonormal and complete, the other suitably 
to the first. R 11 ,R12, .... or R21 ,R22, .... are then determined by the 
sharpest division of R 1 or R2 into subspaces, which span linearly 
independent groups of 'iltµ and ~Ip or cp2µ. and lji2P at the same time. 

We restrict ourselves to the special case. First we show the ne
cessity of (2.59). With ( 1.13) it follows from (2.58) that 

Xvµ Tri (k1µ.v llO"p) = AO"PTr2(k2vµ.12pO"), 

XvµTr2(k2µv 12pO") = AO"pTr1 (k1vµ. llp0"). 

It follows directly that 

(2.61) 

X.µ.v Xvµ. Tr,(kiµv llO"p) = AO"p APO" Tri (k1µ)10"p) (l = 1,2), (2.62) 

so that (with Xµ.v = X:µ• APO" = A~p) 

I Xµ.v 1
2 = I APO" 1

2 or Tri (kiµv l10"p) = 0 (l = 1 and 2). (2.63) 

Because one of the systems 11PO" or 12PO" is arbitrarily variable and 
complete in R 1 or R2 the latter alternative is excluded and we must 
have 

I X.µv I = I ApO" J = x2 = A2 (x. =A> 0). (2.64) 
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With ( 1.13) it further follows from (2.58) that 

L Xvµ.Tr1(k1µ.vl1up) k2µ.v = ),up 12pcr, 
µ,v 

(2.65) 

These relations connect the arbitrarily and the suitably chosen 
systems and establish the orthonormality and completeness of the 
latter. With ( 1.08) we derive from (2.65) 

(2.66) 

1 
12pp'8aa'= :;-- L Xµ•µ Tr1(k1µvl1ap) Tr1(k1vµ'llp'C7')k2µ.µ' (2.67) 

"pp' µ.,v,µ.' 

and similarly for interchanged indices 1 and 2. (2.66) and (2.67) must 
be identical according to (1.08). Because one of the systems lipa or 
12pa is arbitrarily variable and complete in R1 or R2, we must have 
(remembering (2.64)) 

(2.68) 

Then Xvµ. and Apa must have the form 

Xvµ. = ~ Xw I Xµ. I = x; Aap =A~ AP, I )..P I = )/. (2.69) 

This shows the necessity of (2.59). 
The sufficiency can be shown in the following way. Choose, say 

in R1, a complete system of orthonormal wave functions ~Ip and 
choose for each p a constant AP with I Ap I =A= x. Then take the 
functions 

.1. - _I L (It ) 
'i'2p - A xµ. Y1p Cfl1µ. Cfl2w 

p µ 
(2.70) 

which are orthonormal and complete in R2• From (2.70) it follows that 

~lp = t..P L ~ ( ~~P Cfl2µ.) Cfl1w (2.71) 
µ. Xµ. 

The indices I and 2 could equally well have been interchanged. For 
the transition operators we get 

1 
12pa =-:;:-- L Xvµ. Tr1(k1µ.vllap) k2JLV• 

Up JL,V 

1 
Ilpa = Aap 2: - Tr2(k2JLv l2ap) kiµ.v 

JL,V Y.VJL 

(2.72) 
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and 
(2.73) 

Therefore 

L Xvµ. k1µv k2µv = L Xvµ. Tri (k1µv ltap) 11pa k2p.v 
µ..v µ.,v; p,u 

= 'E Aap Tr2(k2vµl2up) I1puk2µv = L Aup1lpa12pu· 
µ,v; p, u p,u 

(2.74) 

This shows the sufficiency of (2.59). 
It is of importance for the discussion of the measuring process, 

that (contrary to the expectation of Ru ark 5)) multilateral cor
relation between more than two systems is impossible. We first 
show this impossibility for the case of 3 systems. 

Suppose we would have the expansions 

With ( 1.13) it follows from (2. 75) that 

X.,µ.Tr1(k1µvllup)Tr2(k2µvl2up) AupTr3 (ksvµ.13pu) (cycl.), 

x.,µ.Trs(k3µvl3ap) AapTr1(k1vp.l1pa)Tr2(k2v1-)2pa) (cycl.). 

In the same way as before it follows that 

(2.76) 

/ Xµv J
2 = J Apa )2 or Tr1(k1µvllup) = 0 (l = 1, 2 and 3). (2.77) 

Because one of the systems lipu must be arbitrarily variable and 
complete in R1, we must have 

I Xµ.v I= I Apa I X
2 = A2 (x =A >0). (2.78) 

It further follows from (2.76) that 

Tr3(k3µvhap)Tr3(k3vµ.13pa) = 1 
or (2.79) 

Tr1 (k1µ.v l1up) Tr2(k2vµ. lzpu) = 0 (cycl. ). 

Then we must have 

This would mean that the systems of 111'0"' 12pa and 13pu should (but 
for a simultaneous change of enumeration of the Greek indices of 
the three corresponding operators and but for unimodular constants) 
be identical with those of k 1µv• k 2µ.v and k3µ.V' This is against the 
assumption. Multilateral correlation between the states of 1, 2 and 3 
is therefore impossible. 
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For more systems 1, 2, 3, .... the impossibility of multilateral 
correlation can easier be shown in the following way. Suppose we 
would have the expansions 

kt23 .... = ~ Xvµklµvk2µvk3µv• .. • = ~ Aapllpal2pal3po". • .. (2.81) 
µ,v p,a 

Then 

Tr34 .... k 123 •••. = ~ xµµ ktµµ k 2µµ = L APP 11PP 12pp· 
µ p 

Similar to (2.61) and (2.62) we get 

and 

so that 

xµµTr1(k1µµl1pp) = AppTr2(k2µµ1 2pp), 

xµµTr 2(k2µµ 12pp) = App Tri (k1µµ lipp) 

(2.82) 

(2.83) 

(2.84) 

(2.85) 

Because one of the systems 11PP is arbitrarily variable the latter alter
native is excluded and because the traces in (2.83) are non-negative 
we must have 

Xµµ =App• 

Further we have similar to (2.65) 

L Tr1(k 1µµ1tpp)k 2µµ = 12PP' 
µ. 

L Tr2(k2µµ1 2pp)k 1µµ = I 1PP' 
µ 

from which we derive 

and 

11pp 11aa = L Tr1(k1µµ11pp) Tr1 (k1µµ l1aa) k2µµ 
µ 

(2.86) 

(2.87) 

(2.88) 

(2.89} 

and similarly for interchanged indices 1 and 2. Because (2.88) and 
(2.89) have to be identical according to ( 1.08) we must have 

Tr1(k 1µµ1 ipp) Tr 1(k 1µµ1 1aa) = Tr1(k 1µµ1 1PP)opa· 

This would require 

(2.90) 

(2.91) 

for every µ, p and cr, which is impossible. Multilateral correlation 
cannot extend over more than two systems. 
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The proofs given for the special case of multilaterial correlation 
in the entire spaces R1, R2 , •••• can easily be generalized to the ge
neral case of multilateral correlation in the subspaces R 11 , R21 , •••• ; 

R12.R22 •.. .. ; .... only. 
Now we see that also in the measuring process multilateral cor

relation (in the special or in the generalized sense) cannot be trans
mitted through the chain of systems of the measuring instrument. 
The correlation (2.2S) is uniquely determined. This excludes the 
possibility of surpassing in the measurement conclusion the maximum 
inference discussed in 2.04 by the application of multilateral cor
relation. 

2.11 Einstein's paradox. We return to the two object systems 1 
and 2 in the multilateral correlated state (2.58). 

If the state of one of the systems, say 2, is entirely i~nored, the 
infringed state of l becomes 

x.2 ~ k 1µ,. = A2 L 11pp· (2.92) 
µ p 

The sums (which are identical) denote the projection operator of the 
(generalized) Hi 1 be rt subspace R1• In the mixture (2. 92) all states 
in R 1 have the same probability x.2 = )...2 • If R 1 coincides with the 
entire (generalized) Hi 1 be rt space of wave functions of 1, the in
fringed state (2.92) becomes entirely undetermined. 

If in dealing with the entangled state (2.58) one would make the 
mistake pointed out by Furry (cf. 2.09), one would get 

(2.93) 

In dealing with (2.82) we have seen that (2.93) cannot hold. (2.85) 
does not express a correlation between pure quantum states of I 

and pure quantum states of 2 (in the way a member of (2.93) would 
do). 

If, however, (after the interaction between 1 and 2, which esta
blishes the state (2.58)) one of the systems, say 2, interacts with a 
measuring instrument, which measures the states 12PP' the infringed 
state of l and 2 together after the latter interaction is 

).2 ~11pp l2pp· (2.94) 
p 

This mixture is different for different types of measurements, i.e. 
for different systems 12pp· (2.94) does express a correlation between 
peur states of 1 and pure states of 2. This correlation is of unilateral 
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type. When the measuring result selects for 2 the state I2PP' the 
state of 1 is ltpp· 

·After the interaction between 1 and 2 has taken place, an ob
servable b 1 of 1 with eigenstates I 1PP can be measured in two dif
ferent ways: either by a direct measurement on 1, or by measuring 
an observable b2 of 2 with eigenstates I2PP (corresponding to Iipp) 

by a direct measurement on 2 (then 2 can be conceived as a part of 
the measuring chain). At a first glance it might seem surprising and 
perhap? even paradoxical that it is still possible to decide which 
observable of 1 will be measured by a measurement on 2 after all in
teraction with 1 has been abolishe(l 6) and that it is possible to mea
sure independently two incommensurable observables a 1 and 
b 1([ai.b1] =I= 0) by applying the two measuring methods side by 
side 7) 4). (Of course one should care for not making the mistake of 
(2.93), which would naturally lead to paradoxical results). 

When the eigenstates of a 1 are k 1,.,. and those of b 1 are 11PP' a 
measurement of a 1 selects a state out of the left member, a measure
ment of b 1 selects a state out of the right member of the expression 
(2.92) for the infringed state of 1. The probability that one measurer 
ment selects the state kiµw if the other selects the state 11PP (or 
opposite) is according to (2.51) 

(2.95a) 

no matter whether a 1 and b 1 are both (successively) measured directly 
on 1 or (no matter whether successively or simultaneously) one of 
them on 1 and the other one on 2. When both are directly measured 
on 1, the state in which 1 is left after the succeeding measurements 
is k 1,.,. if the final measurement was that of a 1, it is 11PP if the final 
measurement was that of b 1• A paradoxical situation seems to arise 
if one asks in which state 1 is left after a; has been measured on 1 
and b 1 on 2 (or opposite). We have to remember (cf. 2.08) that all 
observational statements bear on connections between measure
ments. The state in which 1 is left has only an observational meaning 
with regard to a succeeding measurement of an observable of 1, say 
c 1 with eigenstates m 1rr. When the measurement of a 1 has selected 
the state k 1µw the probability that the measurement of c 1 will 
select the state m 1rr is 

(2.95b) 
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When the measurement of b 1 has selected the state 11PP' the pro
bability that the measurement of c1 will select the state m 1TT is 

Tr(11ppm1TT). (2.95c) 

Thus we get two different probabilities for the same event. This is 
not unfamiliar in statistics, because the probabilities are (always) 
conditional. They have only a meaning for a great number of com
bined measurements of a1, b 1 and c1• The probability of finding a 
state ktµµ is x2, the probability of finding a state 11PP is /...2 , the pro
bability of finding a state m 1TT is then according to (2.95b} or (2.95c) 

x 2 L. Tr(kiµµ m 1TT) or t..2 L. Tr(l1PP m 1TT). (2.96) 
µ p 

Only these sums have to be identical and they are so according to 
(2.92). The correlations between the measuring results for a 1, b 1 and 
c1 are described by (2.95). 

Let us consider once more the measurement of a 1 and of b 1, one 
of them directly on 1 and the other directly on 2. The latter measure
ment can also be conceived as a direct measurement on 1 (the system 
2 is then regarded as a part of the measuring chain), which preceedes 
the first mentioned measurement. The only pecularity of the present 
case is that after the coupling between the object system 1 and the 
first system 2 of the measuring chain of the earliest measurement has 
been abolished (and even after the succeeding measurement has 
been performed) one can thanks to the multilateral correlation be
tween 1 and 2 still decide which observable will be measured by this 
earliest measurement. But when we pay due regard to the correl
ations between the various measuring results, this leads to no para
dox. 

An illustrative example, which has been discussed by E in
s t e in a.o. 7) 4 ) and by Bohr a.o. 8 ) 3) 5), is that of two particles 
(each with one linear degree of freedom) in an entangled state for 
which the wave function reads in q-representation 

1 .i__q,+q, p 
CF12 = ylh S(q, - q2 + Q) e 1i 2 • (2.97) 

This state can be realized by two particles 1 and 2 directly after 
passing through two parallel slits at a distance Q in a diaphragm. 
(2.97) describes the motion in the direction perpendicular to the 
slits, parallel to the diaphragm. The total momentum P can be 
determined from the total momentum directly before the passage 
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through the diaphragm and the change of momentum of the dia
phragm. The slits can be taken so far apart, that exchange effects 
can be neglected. 

(2.97) is of the form (2.60) with (2.59), as can be seen by expanding 
(2.97) with respect to e.g. coordinate or momentum eigenfunctions 
of 1 and 2 

} J _i_ f P ( Q ) ( Q ) C?12= y'h d1;e" 8 q1-1;+2 8 q2-1;-2 

• • p • p 

= h~h J dYJ e-y;TJO e!lq.(TJ+ 2) e!lq• -TJ+ 2). (2.98) 

Ri coincides with the entire (generalized) Hi 1 be rt space of wave 
functions of 1. The infringed state of 1 is entirely undertermined. 
After a measuring result q2 = q 2µ. or p2 = p2P 1 is "left" in the state 

1 i_ q, {P-P.p) 
3(q1 - q2µ + Q) or y'h e 11 (2.99) 

and q1 = q2µ. - Q or P1 = P - p2P respectively. In this way the 
coordinate or momentum of l is measured by the coordinate or 
momentum of 2 after the interaction between l and 2. We come 
back to this example in 5.06. 

3. Operator relations. 
3.01 Exponentials. In the ring of operators a generated by two 

non-commuting .Hermitian basic operators p and q, for which 

[p,q] = l, i.e. pq-qp = ~(ft> 0), (3.01) 
'/, 

we are going to derive a F o u r i er expansion similar to that in a 
commutative ring of functions a(p,q) of two real basic variables 
p and q. For this purpose we need some exponential relations. It 
should be remembered that we still have a rather specialized case, 
because the commutator (3.01) of p and q commutes with p and q. 

With (3.01) one has 2) 

eh (p+ql = lim(l + _!___: {p + q))n = lim ((1 + _!___: p) (1 + _!___: q))" 
n~ n ri n~ n '~ n ri 

. l i l i ( l i )(n-l)t1 
=hm(l +--p)"(l +--q)" 1-2 - 2 = 

n--700 n ti n ti n ft 
i j i 

= e11P eh q e-2/i. (3.02) 
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With (xp + yq) and (x'p + y'q) instead of p and q we get for (3.01) 

[(xp + yq), (x'p + y'q)] = xy' -yx' (3.03) 

and for (3.02) 

.i. ( (z+z') p + (y+y') q) .i. (zp+yq) .i. (z'p +y'q) - .i. (z1'--yz') 
e A = e A e A e 2A • (3.04) 

(Important special cases are y = x' = 0 or x = y' = 0). Further 

i ' " " i .e -11 (eP+TJql e11 <zp+yq) e11 (eP+TJql = e 11 (zp+yq) e11 (xT)--)le>. (3.05) 

Analogous to the (symbolical) relation 

~2 ff dq dq /,; (xP+yq) = 8(x) 8(y), (3.06) 

(3.05) gives the operator relation 

~2 J J di; d"fl e-{(eP+TJql e-F (zp+,,ql e{ ceP+TJq> = ~(x) 8(y). (3.07) 

Further analogous to 

~2 !!!! dx dy dp' dq'a(p', q') e-{ (xp'+yq') e{<xP+yq) = a(p,q}, (3.08) 

we have 

~2J J J J dx dy dC, d"fl e- {<eP+TJq> a e-{ (zp+Yq> e 11 ceP+TJql e11 (zp+yql 

= ~2! ff f dx dy df, d·fJ e-{ ('P+T)q) a e 11<eP+1)q) ell <eY-1)%) 

=JI dC, d"fl e-{ ,,P+T)Q) a e{ ceP+T)Q) 8(f,) o("tJ) =a. (3.09) 

In the same way as (3.08) and (3.06) show that every (normalizable) 
function a(p,q) can be expanded into a Fourier integral 

a(p,q) = J J dx dy (1.(x,y) e{ (xp+yq) 

with 

(1. (x,y) = ~2 f J dp dq a(p,q) e-{ (xP+n>, 

(3.10) 

(3.09) and (3.07) show that every operator a (with adjoint at) can be 
expanded into 

a= J J dx dy (1.(x,y) e11<zp+yq) 
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with oc(x,y) = ~2 JJ d~dYJe-{<~P+TJq)ae-{(zp+yqle{t!P+TJql. (3.11) 

This is already the Fourier expansion, but the coefficients oc(x,y) 
can still be expressed in a more simple form. 

3.02 The trace. When U is a unitary operator 

utu = t, (3.12) 

the unitary transformation 

a' = UtaU; cp' = Ucp, cp't = cptUt (3.13) 

leaves all operator relations invariant. Therefore the latter can be 
derived in a suitably chosen representation. 

The eigenvalues q of q and p of p are assumed to run continuously 
between - oo and + oo. In q-representation the operators q and p 
can be taken in the form 

;,, a n s 
q =qt= q, p =pt= T&j or --yrq (3.14) 

(3/Sq is meant to operate to the left). With (3.04) we can write 
i i i i XO i XO 

e "i"" (zp +yq) = e2fi zp e A yq e 2ii xp = e2 oq eh yq e 'i oq (3.15) 

Expressing occasionally the inner product explicitely by an integral, 
we get with ( 1.09), (3.15) and ( 1.05) 

1 i 1 f xlli x 0 
h Tr eh (xp+yq) = h ~ ·dq cpi(q) e-2 llq efl'n e'i ai cpµ(q) 

µ 

= !~Jdqcpi(q-~)efncpµ(q+ ~)=o(x)o(y). (3.16) 
µ 

The result is independe·nt of the chosen representation. Comparing 
(3.16) with (3.07) and remembering the linear expansion (3.11) of a, 
we see that Tra can invariantly be represented by the operator 
relation 

J_ Tra = -1-f~ r d"C d e -f (gP+1)q) a e i (gP+1)q) 
h h2 J <., 'Y) • (3.17) 

3.03 Fourier expansion. Rewriting (3.07), (3.09) and (3.11) 
with the help of (3.17) we get 

~Tr eA(xpHq) = o(x) S(y), (3.18) 
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1 J J dx dy Tr (a e~-f (xt>+,.q)) e{ Cxt>+,.q) =a (3.19) 

and 

a= J J dx dy ix~x,y) e-f (~P+yq) 
with (3.20) 

ix(x,y) = 1 Tr( a e-{ (xp+yq)). 

(3.18), (3.19) and (3.20) are entirely analogous to ( 1.13), ( 1.14) and 
(1.15). (3.18) and (3.19) respectively express the orthonormality and 
the completeness of the systems of operators 

~h e-fc..-p+yq) (with variable x and y). 

(1.15) and (3.20) are the two ways we use for the expansions of 
operators. 

4. Correspondence. 

4.01 v on Neuman n's rules. We now examine the rules of 
correspondence I, II, III, IV and V'. First I and II. 

We show that if between the elements a of one ring and the ele
ments a of another ring there is a one-to-one correspondence 
a +-- a, which satisfies v on Neuman n's rules (cf. 1.10) 

if a +---)- a, then /(a) ~/(a), I 

if a +-- a and b +---)- b, then a + b +---)- a + b, II 

the two rings are isomorphous. 
We get using I and II 

(a+ b)2 
- a2 

- b2 =ab+ ba +---)-ab+ ba (4.01) 

and also using (4.01) 

a(ab + ba) + (ab + ba)a - a2b - ba2 = 2aba +---)- 2aba (4.02) 

and further 'using (4.02) 

(ab + ba) 2 - b(2aba) - (2aba)b = 

= - (ab - ba)2 
+---)- - (ab - ba)2• (4.03) 

Therefore we have 

ab - ba +---)- ± (ab - ba), (4.04) 
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and with (4.01) 

ab +--+ ab (for all a and b) or ab +--+ ba (for all a and b). (4.05) 

This means that the rings are isomorphous. 
It follows that, if one ring is commutative and the other not, I and 

II are inconsistent 9). (When the commutators are of the order of it, 
the discrepancy is according to (4.03) of the order of n2). 

4.02 Bracket expressions. Then V'. For the correspondence a ~ a 
between the commutative ring with generating elements p and q 
and the non-commutative ring with generating elements p and q 
with commutator (3.01) (P +--+ p and q +----+ q) we show that the 
rule (cf. 1.18) 

if a(p,q) +--+ a and b(p,q) +--+ b, then (a(p,q), b(p,q)) +--+ [a,b] V' 

is self contradictory. 
With 

p2 +--+ X1, q2 +--+ X2; P3 +--+ Y1. q3 +--+ Y2 

we find from 

i (p2,q) = p +--+ i [X1,qJ = p, 

i (p2,p) = 0 +----+ t [x1.P] = 0 

(and similar relations for q2 and x 2) that 

and from 

p2 +--+ p2 + C1, q2 +--+ q2 + C2 

t (p3,q) = P2 +--+ ~- [Y1,qJ = P2 + C1, 

t (p3 ,p) = 0 +--+ t [Y1.PJ = 0 

(and similar relations for q3 and y2) that 

(4.06) 

(4.07) 

(4.08) 

(4.09) 

p3 +--+ p 3 + 3c1p + d1, q3 +--+ q3 + 3c2q + d2 (4.10) 

(c 1, c2 ; d 1, d2 are undetermined constants). Further we get 

t(p3 ,q2) =P2q +--'?-t[(p3 +3c1P +di)' ( q2+c2)] = i(p2q + qp2) +c1 q, ( ) 
4.11 

pq2~ i(pq2+q2p) +c2P 
and 

~ (p3,q3
) = p2q2 +--+ H(P3 + 3c1P +di), (q3 + 3c2q + d2)] 

= ! (p2q2 + q2p2) + th2 + Ctq2 + C2P2 + C1C2. (4.12) 
Physica XII 29 
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With (4.11) we get 

t <.p2q,pq2)= p2q2 -- t [(!(p2q + qp2) + ciq), (t (pq2 + q2p)+ c2p)J 

t (p2q2 q2p2) + f "Ji2 - C1q2- C2P2 - t C1C2. (4.13) 

(4.12) and (4.13) can only be identical for c1 = c2 = 0 and 1i = 0. 
Therefore V' is self inconsistent (the deficiency is of the order of n2). 

4.03 Wey l's correspondence. And finally III and IV with para
meters p and q {i.e. for the same rings as in 4.02). We denote the 
density function by p(p,q). The rules (cf. 1.13) 

1 +--Jo- l, III 

if a(p,q) +--+ a and b(p,q) +--+ b, 

then ff dp dq p(p,q) a(p,q) b(p,q) = Tr(ab) IV 
can be satisfied by ( 1.55) 

a(p,q) = Tr(m(p,q)a), a =ff dp dq p(p,q) m(p,q) a(p,q) (4.14) 

with a transformation nucleus m(p,q), which satisfies (1.57), (1.58); 
{ 1.59)' ( 1.60) 

Trm(p,q) = I, 

ff dp dq p(p,q) m(p,q) = 1; 

Tr(m(p,q) m(p',q')) p-1(p,q) 'd(p- P') 'd(q -q1
), 

ff dp dq p(p,q) Tr(m(p,q) a) Tr(m(p,q) b) = 

(4.15) 

l4.16) 
(4.17) 

= Tr(ab) (for every a and b), (4.18) 

When we replace in ( l .56) the complete orthonormal systems 
k~v(P ,q) of ( 1.54) and kµ. 11 of ( 1. 15) by the complete orthonormal 
systems 

l • • 
e -11 (xp+yq) of (3.10) and e 11 (xp+)'q) of (3.20), 

we find a solution 

m(p,q) = l ff dx dye {<xp+yq) e-f (xP+yq) (4.19) 

of (4.15), (4.16); (4.17), (4.18) with the density function 

1 
p(p,q) = h. (4.20) 

Then we get for (4.14) 

a(p,q) =!ff dxdye{(:tP+yq) rr(e-f(xp+yq)a). 
(4.21) 

a=_!_ rr dx dy ef (xp+yq) _!_ f,fap dq e f (xp+yq) a(p,q). 
h.u h. 
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With the Fourier expansions (3.10) and (3.20) this correspon
dence reads 

J J dx dy oc(x,y) e { (..-P+yq) ~ J J dx dy oc(x,y) e { (..-p+yq) , (4.22) 

which is Wey l's correspondence 2). 

II is a consequence of IV and is therefore satisfied by the cor
respondence (4.21). We will see what is left of I and V'. If a+---+ a 
and b +---+ b according to (4.21) we find with (3.04) 

ab= ~4 ff .... J f dx dy dx' dy' dp dq dp' dq' . 

i i i 
• ell ((..-+x')P+6'+Y')q) e21i'" (xy'-y..-') e-71(xP+yq+x'P'+y'q') d(p,q) b(p,q). (4.23) 

With the variables 

; = x + x', YJ = y + y', 
p + P' q + q' 

(J' = 2 ' 't' = --2--' 

"' = x-x' Yi'_ y-y' 
<., 2 ' ' - 2 ' 

I p P' I I cr=-,-r=q-q, 
(4.24) 

this becomes 

ab = ~4 j{ .... J J d'f. dYJ d'f,' dYJ' da d-r da' d-r' e { (gP+'!)ql e fit (-e"l'+"le·> 

(4.25) 

The expressions in brackets at the end are a symbolical represent
ation of Tay 1 or expansion. With the substitution 

~--+ X, 'Yj -+ y, a--+ p, 't'--+ q 

we get by partial integration 

ab= l J J dx dye{ (xp+yq) l J J dp dq . 

• ( 11,/la aa) ) 
. e-!i (xP+yq) a(p,q) e2i 1Wiai-"8iaP b(p,q) . 

\4.26) 

(4.27) 
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This gives for the Hermitian operators i (ab + ba) and ~ . 

. (ab - ba) the correspondence 

n(a a a a) 1 a(p,q) cos 2 op &j- 8q op b(p,q) +--+ ~(ab+ ha), (4.28) 

. 1i(o 0 0 0) i a(p,q) sm 2 op aq--aq op b(p,q) +--+ 2 (ab- ba). (4.29) 

To the neglect of terms of order of h2 and higher (4.28) and (4.29) 
would read 

a(p,q) b(p,q) +--+ i (ab + ba), (4.30) 

-n(a o o o) i a(p,q) 2 op &j-aq ap b(p,q) +--+ 2 (ab- ba). (4.31) 

(4.30) would lead to I, (4.31) is equivalent to V'. 
We examine which functions /(a) satisfy I. From (4.28) we see 

that the correspondence 

if a +--+ a, then an +--+ a" (for every integer n) (4.32) 

only holds if 

k ti ( 0 0 0 0 ) l k +l (f 11 . l) ( ) a cos 2 ap 2q-&J. op a = a or a mtegers k and . 4.33 

First take for a a homogeneous polynomial in p and q of degree n. 
An elementary calculation shows that the condition 

(4.34) 

or 

( 
8 2 0 2 )2.< 

a op -aq--aq ap a = a2 (for 0 < 2k < n) (4.35) 

is only satisfied if a is of the form (xp + yq)". Then it follows that 
any polynomial in p and q can only satisfy (4.33) if it is a poly
nomial in xp + yq. This finally means that I can only be satisfied 
if a is a function of a certain linear combination xp + yq of p and q· 
With the help of the Fourier expansion (4.22) it is easily seen that 
every (normalizable) function of xp + yq does satisfy I. Therefore the 
least restricted form of.I, which is consistent with the correspondence 
(4.21) is 

f(xp + yq) +--+ f(xp + yq). (4.36) 
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As to V', we see from (4.31) that for the correspondence (4.21) the 
bracket expression ((a(p,q), b(p,q))) (cf. 1.14) defined by 

if a(p,q) +--+a and b(j>,q) +---+ b, then ((a(p,q), b(p,q))) +--+[a,b] (4.37) 

is given by 

2 . ('Ii 0 0 0 0) ((a(p,q),b(p,q))) = a(p,q) ~sm 2 ap oq -Ti op b(p,q). (4.38) 

If a(p,q) or b(p,q) is a polynomial in p and q of at most 2nd degree, 
we have a special case for which the bracket expressions ((a,b)) and 
(a,b) coincide. 

The correspondence (4.21) is a solution of III and IV. We have 
not investigated the possibility of other solutions with the same 
parameters p and q. 

5. Quasi-distributions. 

5.01 Proper and improper representations. With We y l's cor
respondence (4.22) as a special solution of 

1 +--+ 1 

if k +--+ k(p,q) and a +--+ a(p,q), 

then Tr(ka) = ~ J J dp dq k(p,q) a(p,q) 

III 

IV 

(with parameters p and q and density function p(p,q) = 1/h), we 
obtain a special case of a transformation between a representation in 
terms of operators k and a and a representation in terms of functions 
k(p,q) and a(p,q). Quantum statistics are usually represented in 
terms of operators, classical statistics in terms of functions. We as
sert that the usual description is also the proper one. The statistical 
operator k of the quantum representation and the statistical distri
bution function k(p,q) of the classical representation are non-ne
gative definite, but in general the quantum k(p,q) and the classical 
k are not. This makes that for orthogonal states, for which 

Tr(k1k 2) = ~I J dp dq k1 (p,q) k2(p,q) = 0, (5.0 I) 

the product k 1k2 or k1(p,q)k2(P,q) vanishes in the proper representa
tion, but in the improper representation it need not. The equations 
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of motion of the quantum k are described by infinitesimal unitary 
transformations, those of the classical k(p,q) by infinitesimal ca
nonical transformations (contact transformations), but the equa
tions of motion of the classical k and the quantum k(p,q) are in 
general not of these types. Because the improper representation is 
formally equivalent to the proper one, it is (provided it is not mis
interpreted) a correct description, though it is in general a rather 
impracticable one. 

In spite of its deficiences, or rather because of them, we discuss 
some aspects of the improper representation of quantum mechanics 
in terms of k(p,q) and a(p,q), i.e. the quasi-statistical description of 
the !st kind Q1 (cf. 1.19). It more or less illustrates the ways along 
which some opponents might hope to escape Bohr's reasonings 
and v on Neuman n's proof and the places where they are 
dangerously near breaking their necks. 

5.02 Transition functions. For the transition functions kµv(p,q) 
corresponding to the transition operators (1.03) accordin~ to (4.21) 
we find with the help of the q-representation (occasionally expres
sing the inner product explicitely by an integral) similar to (3.16) 

kµv(p,q) = ~! {dx dye{ (xP+n)Jdq' cpMq') ef~ e{"q e-1 o~' <Fv(q') 

= f dx cpi ( q + ; ) e { xp CJlv ( q - ; ) . (5.02) 

Because the wave functions CJlµ. are only determined but for a 
factor e•1 11 Yµ (y real), the kµv(p,q) are only determined but for a factor 
e•frt <Yµ.-Yvl. The distribution functions, which are thus obtained with 
Wey l's correspondence 2) become identical to those given by 
Wigner 10). 

5.03 Proper value. In a distribution k or k(p,q) a quantity a or 
a(p,q) can be regarded to have a proper value if the condition (2.10) 

Tr(kf(a)) = /(Tr(ka)) (5.03) 
or 

Ji JJ dp dq k(p,q) f(a(p,q)) = f (~ Jf ap dq k(p,q) a(p,q)) (5.04) 
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is satisfied for every/. Whereas the validity of (5.04) is for a proper 
(non-negative definite) k(p,q) already guaranteed by the validity 
of the special case /(a) = a2, it is not for a proper k or an improper 
k(p,q). For a proper k the validity of (5.03) or (2.11) requires that a 
is of the form 

a(xp + yq) (5.05) 

and k an eigenstate of a. For any Mp,q) the validity of (5.04) re
quires that k(p,q) is of the form 

'S(a(p,q) - aµ.), (5.06 

which is a proper (i.e. non-negative definite) one. Because (5.03) and 
(5.04) are identical, the conditions (5.05\ and l5.06J are equivalent. 
This means that the eigenstates of the operators a(xp + yqJ and 
of no other operators correspond with proper (and orthonormal 
and therefore non-overlapping) distributions of the form (5.06), in 
which aµ. is the corresponding eigenvalue. This case would be rather 
encouraging for a statistical description of the !st kind 5 1, if it 
were not just an exceptional case. 

The eigenfunctions of a(xp + yq) are in q-representation 
. I 

Cf! (q) = - 1-e ~ (- 2xy (i'q-p)'+y(pl) for x =f=. 0, 
p vXh 

i ( ) 
!fJp(q) = VY 3(yq - p) e-;; Y P for x = 0. 

(y(p) real arbitrary). The corresponding eigenvalues are a(p) 

a(xp + yq)cpp = a(phip· 

(5.07) 

(5.08) 

p, which is the ei15"envalue of xp + yq (for arbitrary fixed x and y), 
runs between - oo and + oo. The domain of eigenvalues of 
a(xp + yq) is therefore the same as that of the functions a(z) 
(- oo < z < oo). This means that the domain of the proper values 
of observables, which have such, are unrestricted by quantum 
conditions. 

Inserting the eigenfunctions (5.07) in (5.02) we get 

( 
P -+- p ) i ( ( p q , Pµ. - PY + '( ) '(p )) kµ.v(p,q)='8 xp-r-yq-T e--;; -y-x-; -2- ,, Pµ.-Y v • (5.09) 

(The expression in brackets in the exponent in (5.09) is a canonical 
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conjugate of xp + yq). The kµµ(p,q) are actually of the form (5.06). 
5.04 The harmonic oscillator. After we have treated in 5.03 

a special case for which the k(p,q) are of proper type themselves, 
we now deal with a case for which their equations of motion are 
of proper type. According to (1.43) and condition V' they are if 
((H(p,q),k(p,q))) coincides with (H(p,q),k(p,q)) and according to 
(4.38) this is the case for every k(p,q) if H(p,q) is a polynomial in 
p and q of at most 2nd de~ree. This condition is satisfied for the 
harmonic oscillator, for which H(p,q) coincides with the classical 
Hamiltonian 

p2 mw2 w p 
H(p,q)= 2m + -2-q2= 2 (p'2+q'2); P'= v'mw, q'=qvm;;,. (5.10) 

m is the mass, w the classical circular frequency of the binding. We 
consider P' and q' as new canonical coordinates and omit the dash. 

In q-representation the normalized stationary solutions of the 
wave equation 

(5.1 l) 

are 

( ) 1 - 2~ q' H ( q ) --inw 
<;Jn q = e n - e ' v 2"n ! V:;Ji v'n 

(n= 0,1,2, .... ). (5.12) 

The Hermitian polynomials Hn ( ~n) have the generating 

function 

-e+2gq = 1 ( ~ )" ( q ) e-11---L--H-
"=o n ! y'n n y'fi . 

(5.13) 

(5.02) becomes with (5.12) 

( x) I I ( xz q+ -2 -- q+-1 
km,,(p,q)= Jdx e 21l 2 Hm y'-r. · 

v2m+"n!m!rrn ft 

( 
x) i I x • q--

r;# 211 (q2) H __ 2 -i(m-n)wt 
. e e n y'n e . (5.14) 
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With (5. 13} we get 

L 1 / 2m+n (_l__)m (l)\ (p q) e•(m-11)wt 
m,n r min! vn v1i mn ' 

-- dx e 211 2 11 . 2 e 11 e 211 2 ,. ·• 
l f J_ (q+!1'-..l. (€-q-!)' !_ xf> _l. (q-!/ ~ (,,-q+ =-21' 

~ 

l ( '+P') oo } ( 2 ]µ.[ 2 ]v[ 2 ]K =2e-1iq l: -
1
-

1
.-

1
-+:'f.(q+ip) *·r;(q-ip) -t''f."tJ .(5.15) 

µ,v,K=O µ.v.x. n ff; ff; 

This gives 
___ ..!.. (P'+ ')min (m,1') (- l)" 

k (p )- 2 ' I I 1l q >' ( + 'P) m-K mn ,q - V m. n. e .... ( _ ) 1 ( _ ) 1 1 q i . 
K=O m x . n x :x.. 

• (q-ipy•-K (; r:n -K e-i(m-tl)wt 

/

----1 m-111 
__ 

11
1 (f>'+q') l 3_ 2 , 

2 
min.J,111,n) (- 1 )K 

= 2 v m ! n ! e -· (p _,_ q ) ,;.., 
1i ' K=o (m-x)!(n-x)!xl' 

• f ~ (p2+q2) ri» (m,n)-K e'(m-n) arc tan ~ e--i}'»-n)wl 

V-1 -I l [2 J /2 \m-n\ 
=2(-·l)max(m,n) m.n. e-2 i,'(f>'+q') l -(p2+q2) 

max(m,n) !2 ti 

Lii m-11 1) (2 (p2+. 2)) i (m-n) (arc tan f-wt) 
max(m,n) 1i ' q e . (5.16) 

The Lr> are associated Lege n d re polynomials. km11(p ,q) is 
separated into a product of functions of the canonical conjugates 
i(p2 + q2) and arc tan (P/q). The k,,,,.(p,q) actually form a complete 
orthonormal system. For the distribution function k,,,,.(p,q) of the 
n{11 eigenstate of l(p2 q2), the average value of i(P2 q2) is 
(m+!)h, but it is not a proper value. 

With (5.10) the transformation (l .471 gives the contact trans
formation determined by 

dp dq crt= -wq, dt= wp, (5.17) 

with solutions 

p = a cos ( U>t - y:.), q = a sin (wt - x). (5.18) 

163 



164 

458 H. J. GROENF.WOLD 

The representative point in the phase space of a superstate rotate::. 
uniformly about the origin with constant radius v p2 + q2 and cir
cular frequency 6>. The rotation of the entire distribution km,.(p,q) 
with this circular frequency cu produces according to the last factor 
of (5.16) a periodicity with circular frequency (m - n)<il (like a 
rotating wheel with Im - n I spokes). Also this would have a 
hopeful aspect for a description of type 51, if it were not one out of 
a few exceptional cases. 

5.05 The scale system. We shortly return to the measuring process. 
We start with the most favourable case for a description of the 1st 
kind 5 1 and consider a system l in the measuring chain, for which the 
distributions k1µ.µ.(p,,q1) do not overlap. The corresponding k 1µ.µ. 
are then eigenstates of an operator of the form xp1 + Y<li (cf. 5.03). 
The scale system is a special case (x = 0), which shows all essential 
features. According to (5.09) we have 

(5.19) 

By ignoration of one or more systems of the measuring chain the 
non-diagonal functions (µ. =I= v) are dropped and only the diagonal 
functions remain. Instead of (5.19) we get 

k1µ.v(P1.qz) = o(qz - q,µ.) o(qiµ. - q,v). (5.20) 

(The latter a-function is actually a remainder of the ignored distri
bution functions). The effect on (5.19) of ignoration of other systems 
is formally the same as that of integration over p with density 
function I/ h. This illustrates even more plainly than before (cf. 2.07) 
how the correlation between Pz and other observables is completely 
destroyed by the reading of q1• So far there is no difficulty with an 
interpretation of the !st kind. We are only concerned with the value 
of q1, which is a proper value and uniquely determines the distribu
tion (5.20). The value of Pz is indifferent. As soon as inference is 
made about other systems in the chain with overlapping kµ.µ.(p,q), 
correct results are only obtained after the integration over p1 (with 
density function l/h) has been performed (cf. 1.19). In a description 
of the I st kind this integration could only be interpreted as an 
averaging over a great number of measurements. But the integra
tion has already to be performed in a single reading and therefore an 
interpretation of the 1st kind is excluded. 
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5.06 Einstein's paradox. The multilateral correlated state 
(2.97) has according to (5.02) the distribution 

k12PQ PQ(p,,q,; P2.q2)= 8(q1 -q2 + Q)8(P1 + P2 -P,i. (5.21) 

This shows clearly the correlation between q1 and q2 and between p1 

and p2.The similarity to a genuine distribution of the 1st kind is very 
tempting. 

Beca.use (5.21) is highly singular we also consider the distribution 

i P 1-P11 i Q'--Q" 
- T (q, +q,) -2 - T (p,-p,) -2-. e e (5.22) 

(properly instead of ~5.21) we should use eigendifferentials). The in
fringed distribution after a measurement of q2 or p2 can be found 
from (5.22) by integration over p2 or q2 respectively with density 
function l/h. This gives 

1 ( Q' -+ Q") i P'+P" i P'+P" ;;:'O q, - q2 + ; e-T (q,+q,) -2-ell (p,--2-)(Q'-Q") (5.23) 

or 

1 ( P' + P") ' Q'-Q" • Q'+Q" h'O P1 + P2-
2 

ell(p,-p,)-2 -e-71(q,+-2-)(P'-P") (5.24) 

respectively. For the distribution (5.21) this becomes 

1 1 
h 'O(q, - q2 + Q) or h 'O(P1 + P2 - P). (5.25) 

The correlation between Pi and p2 or q1 and q2 respectively has en
tirely disappeared. 

If the state of 2 is entirely ignored, the distribution of the infringed 
state of 1 can be found from (5.22) by integration over p2 and q2 

with density function 1/h. This gives 

J _ _j_ q,(P'-P") _!_ p,(Q'-Q") _ _j_ P'Q'-P"Q" 
he " e" e 11 2 (5.26) 

For the distribution (5.21) the result is l/h, the infringed state is 
entirely undetermined (the normalization can be understood from 
(5.26)). A measuring result q2 = q2µ or p2 = PzP selects from (5.23) 
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or (5.24) for 1 the distribution 

} ( Q' + Q"' i P'-P" i P'+P" h S qi -q2µ. + 
2 

) e-1i (q,+q,µ.) - 2 - e1i (p,--2-)(Q'-Q"l (5.27) 

or 

1 P ' + P" • O'-Q" • ( O'+O" _ 11-(p +p _ 11(P1-P2p>-2 - - 11 q,+-2-)<P'-P"> 
ho 1 2p 2 e e . (5.28) 

For (5.25) this gives 

I I 
Ji 'O(qi - q2µ. + Q) or Ji S(P1 + P2p - P). (5.29) 

Also in this example, in which all distribution functions derived 
from (5.21) are non-negative definite, it is already the particular 
part of the immediate integration over half of the parameters even 
in a single measurement, which does not fit into an interpretation 
of the 1st kind. 

These few attempts and failures to carry through a genuine statis
tical description of the 1st kind 51 may suffice to illustrate the inten
tion and troubles of such a conception. 
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1. INTRODUCTION 

Statistical concepts play an ambiguous role in quantum theory. The critique of acts 
of observation, leading to Heisenberg's 'principle of uncertainty' and to the necessity 
for considering dynamical parameters as statistical variates, not only for large aggre
gates, as in classical kinetic theory, but also for isolated atomic systems, is quite funda
mental in justifying the basic principles of quantum theory; yet paradoxically, the 
expression of the latter in terms of operations in an abstract space of' state' vectors is 
essentially independent of any statistical ideas. These are only introduced as a post hoc 
interpretation, the accepted one being that the probability of a state is equal to the 
square of the modulus of the vector representing it; other and less satisfactory statistical 
interpretations have also been suggested (cf. Dirac (1) ). 

One is led to wonder whether this formalism does not disguise what is an essentially 
statistical theory, and whether a reformulation of the principles of quantum mechanics 
in purely statistical terms would not be worth while in affording us a deeper insight 
into the meaning of the theory. From this point of view, the fundamental entities 
would be the statistical variates representing the dynamical parameters of each 
system; the operators, matrices and wave functions of quantum theory would no longer 
be considered as having an intrinsic meaning, but would appear rather as aids to the 
calculation of statistical averages and distributions. Yet there are serious difficulties 
in effecting such a reformulation. Classical statistical mechanics is a 'crypto-deter
ministic' theory, where each element of the probability distribution of the dynamical 
variables specifying a given system evolves with time according to deterministic 
laws of motion; the whole uncertainty is contained in the form of the initial distribu· 
tions. A theory based on such concepts could not give a satisfactory account of such 
non-deterministic effects as radioactive decay or spontaneous emission (cf. Whit
taker (2) ). Classical statistical mechanics is, however, only a special case in the general 
theory of dynamical statistical (stochastic) processes. In the general case, there is 
the possibility of' diffusion' of the probability 'fluid', so that the transformation with 
time of the probability distribution need not be deterministic in the classical sense. 
In this paper, we shall attempt to interpret quantum mechanics as a form of such 
a general statistical dynamics. 

I. QUANTUM KINEMATICS 

2. THE EXISTENCE OF :PHASE-Sl'ACE DISTRIBUTIONS IN QUANTUM THEORY 

In the accepted statistical interpretation of quantum theory, the possible values of 
a dynamical variables are the eigenvalues si of the corresponding operator (observable ) 

7-2 
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s in the Hilbert space of the state vectors. The probability of finding si in a state ifr is 
then equal to the square of the modulus I ai j2 of the projection a"' of ifr on the corre
sponding eigenvector ifri· A complete or irreducible representation for a given mechanical 
system is given by a set of commuting observables s such that their eigenvectors ifri 
span the whole space, i.e. such that any ifr = "'£, a.dJ-.,. Hence we obtain directly from 

i 
ifr the joint distribution of the variables s. It is known, however, that these s are not 
sufficient in themselves to specify the system completely; we need, in addition, another 
complementary set, say r, which does not in general commute withs; for example, 
a complete representation is given by either the Cartesian coordinates q or their con
jugate momenta p, but the complete dynamical specification of the system requires 
both q's and p's. Hence, the phase-space distributions of complete sets of dynamical 
variables, which are required for a statistical theory, are not given directly by ifr. 

It has been argued(3) that such distributions do not exist, because of the impossi
bility of measuring non-commuting observables simultaneously. This argument is not 
conclusive for two reasons; one is that the impossibility of physical measurements does 
not preclude us from considering the proposition that there exists a well-defined pro
bability for the two variables to take specified values or sets of values; in fact, the theory 
of probability is introduced to deal with such situations where exact measu:rement is 
impossible (see Jeffreys (4)). The other reason is that it is possible in principle to form 
operators G corresponding to functions G(r, s) of non-commuting observables; the 
expectation value of Gin a state '!fris then given by the scalar product (ifr, Gifr). But the 
joint distribution of r ands can be reconstructed from a set of such expectation values, 
e.g. the values of all the joint moments rksn. The formalism of quantum theory allows 
us therefore to derive the phase-space distributions indirectly if a theory of functions 
of non-commuting observables is specified and conversely. 

There are serious difficulties to be met, however, in defining these distributions 
unambiguously. This may be seen, for example, in the case of the harmonic oscillator. 
The energy eigenvalues form a discrete set En= (n+f)hv. The corresponding eigen
functions un(q), vn(P) are sets of Hermite functions, continuous in p and q. Hence any 
joint distribution for p and q in a state consistent with the individual distributions 

ifr(q)ifr*(q) = ~afakuf(q)uk(q) and ¢(p)¢*(p) = L;afakvf(p)vk(P) 
tk tk 

must extend continuously over the whole (p, q) plane, while any joint distribution 
for the energy H = t(p2/m+ 27Tmvq2) and the phase angle e = tan-1 p/q consistent with 
probabilities ana~ for En, will be concentrated on a set of ellipses 

:/s(p2/m+27Tmvq2 ) = (n+t)hv. 

We are thus forced to the conclusion that phase-spaoe distributions are not unique for 
a given state, but depend on the variables one is going to measure. In Heisenberg's words (5), 

'the statistical predictions of quantum theory are thus significant only when combined 
with experiments which are actually capable of observing the phenomena treated by 
the statistics'. Since the introduction of statistical concepts in atomic theory is 
justified by an analysis of the interaction between observed system and observer, 
it is perhaps not surprising that different distributions should arise according to the 
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el'.perimental set-up. For example, measurement of the spectra of an atom corresponds 
to a distribution with discrete values for the energy and angular momenta. Direct 
transformation of this distribution to (p,q) space, corresponding to a distribution 
concentrated on discrete orbits, would not be appropriate for the treatment of collisions 
of the same atom with a beam of electrons; the appropriate distribution in the latter 
case arises from wave functions filling the whole space continuously, and is incom
patible with discrete orbits. 

The statistical interpretation of quantum kinematics will thus have to give methods 
for setting up the appropriate phase-space distributions of each basic system of dynamical 
variables in terms of the wave vectors, and for transforming such distribution into 
one another. 

3. PHASE-SPACE DISTRIBUTIONS IN TERMS OF WAVE VEOTORS 

We denote by r a set of commuting observables or operators giving a complete repre
sentation, s the complementary set, such that s do not commute with r and that r 
ands together form a basic set of dynamical variables, characterizing a given system; 
rands are their possible values or eigenvalues (these are, of course, ordinary com
muting variables). The most natural way of obtaining the phase-space distribution 
F(r,s) is to look for its Fourier inverse, i.e. the mean of exp{i(rr+8s)} (known in 
statistical terminology as the characteristic function). On forming the corresponding 
cy~m ~ 

M(r,8) = exp{i(rr+c9s)} = 1.; 1 (rr+osr, (3·1) 
.,.n. 

the characteristic function in a state if is given by the scalar product 

M(r, 8) = (if, ei(rz+os>if). (3·2) 

From well-known formulae for Fourier inversion, the phase-space distribution function 

isthen 1 JJ F ( r, 8 ) = 
4

7T
2 

( 1/r, ei(rr+Os) if) e-i(rr+Os) dr d{) ( 3. 3) 

for continuous eigenvaluest, and 

F(ri,sk) = lim ~JT IT (if,ei(rr+Oa>ifr)e-i<rri+osk>drde 
T-+«> 4T -T. -T 

for discrete eigenvalues ri, sk (Cramer(6))t. 

(3·4) 

The operator (3· l) takes a specially simple form for canonically conjugate coordinates 
and momenta q, p (pq-qp = n/i), 

M(r,8) = eHnroeiOqeiTP = e-li1PeiOqetirP (3·5) 

(cf. Kermack and Mc0rea(7)). From the second expression for M, we find 

M(r,8) = f if*(q-!M)eiOqif(q+!M)dq, (3·6) 

t When no limits are specified, all integrals are to be taken as from - oo to + oo. 
i The term distribution function is used in this paper to denote the probability density of 

continuous eigenvalues, and the finite probability of discrete eigenva.lues. 
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and hence by Fourier inversion 

F(p, q) = 2~ J ifr*(q-fnr) e-1-TP if'(q + ilir) dr, (3·7) 

an expression first given by Wigner (8). From the first operator form of M in (3·5), 
and by expressing ifr(q) in terms of the momentum wave function ¢(p) 

ifi(q) = h-i J ¢(p) eipq/ILdp, (3·8) 

we find, by a series of partial integrations, 

M(r, (}) = h-1 J J [ifr*(q)¢(p) eipqfn] e-iiltrO ei<TP+Oqldpdq 

= h-t J J ei(IL/iJIJB/ilpilq[if'*(q)qS(p)eiP«lli] ei(TP+Oaldpdq, (3·9) 

and hence the alternative expression for the phase-space distribution 

F(p,q) = h-ie!<IL/iJo2/opoa[if'*(q)<f>(p)eiPqf1i]. (3·10) 

It is shown in Appendix 1 that the Heisenberg inequality b.p b.q ~Fi follows directly 
from the expression for F(p, q) given above. In this sense, the expression of the phase
space distributions in terms of the wave vectors may be considered as a more complete 
formulation of the uncertainty principle than that given by the inequalities, since it 
should contain all possible restrictions on the probabilities and expectation values of 
non-commuting observables. 

This choice of expression for the phase-space distributions constitutes a new hypo
thesis, not already included in the basic postulates of quantum theory as they are 
usually formulated. The discussion of certain difficulties associated with this choice, 
in particular the appearance of 'negative probabilities' for certain states, is made 
clearer by further developments of the theory, and will therefore be deferred to § 15. 

Other possible choices and the possibilities of experimental verification are discussed 
briefly in § 17. 

4. PH.ASE-SPACE EIGENFUNCTIONS 

If we insert the expansion of the wave vector 1/f in terms of an orthonormal set of 

eigenvectors 1/1' = r, a,, ifrz ( 4· l) 
z 

in the expression (3·3) for F(1·, s), we find for the latter the expansion 

F(r,s) = "f,afakfzk(r,s), (4·2) 
Z,k 

where the functions fzkh s) are the Fourier inverses of the matrices 

'mtk(r, (}) = (ifrz, eil.n+oslifrk) = m~i( -T, -8) 

of the operator (3· l) in the representation of the ifrz· Explicitly, we have 

1 JT IT .f (r 8 ) - lim - (ifr ei(rr+os) 1/f ) e-i(Tr"+Os13) dTd(} 
Jlk a• /1 - T-+<i> 4p2 -T -T l• . k ' 

(4·3) 

(4·4) 

(4·5) 
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where (4·4) refers to the case of continuous eigenvalues r, sand (4·5) to that of discrete 
eigenvalues r", s11• The functionsfik(r, s) form a complete orthogonal set in the Hilbert 
space of the phase-space functions F(r, s), satisfying the relationst 

J J fuc(r,s)f1'l'k'(r,s)drds = h-1811,okllf> {4·6) 

I: fuc(r,s)J1i(r',s') = k-1o(r-r')o(s-s1
), (4·7) 

Z,k 

and also the 'self-orthogonality' relations 

J J fzk(r, s) drds = ozk• 

"l:ifu(r,s) = h-1• 
z 

(4·8) 

(4·9) 

In the general case, this follows from the fact that (4·3) and (4·4) or (4·5) form a unitary 
transformation from a vector, say ifr1k, of components lfrz*, ifrk in the product space of 
the vectors 1/r* with the vectors 'ljr, to fzk· The vectors Vik form a complete orthogonal 
(and self-orthogonal) set, and these properties are invariant under a unitary trans
formation. Furthermore, it is easily seen from their definition that the fuc form a 
Hermitian matrix with respect to their subscripts Z, k 

(4· 10) 

We shall see later (§§ 7 and 8) that the fuc can be interpreted as the eigenfunctions of 
characteristic equations for the phase-space distribution functions, corresponding to 
the eigenvalue equations of the lfr's; we therefore call them phase-space eigenfunctions. 

In the case of the canonical coordinates and momenta q and p, relations ( 4· 6 )-( 4· 9) 
can be proved by elementary methods (cf. Appendix 2), and the f11c(p,q) have the 
explicit expressions, corresponding to (3·7) and (3·8), 

fuc(p,q) = ;7Tf 1frf(q-tli:r)e-i7P1fr1c(q+!li:r)dr, (4·11) 

fuc(p, q) = h-t e!<1if'f.lo'Ji1P oq[ifrt{q) ¢1c(P) eipqtn]. (4· 12) 

Substituting the eigenfunctions 1fr p•(q) = h-! eip'q/n in a p-representation, we find 

fp•p•(p, q) = h-1 o(p-p' ;p") eiq(p'-p'J1n. (4· 13) 

The expansion of F (p, q) in terms off p'p' 

F(p, q) = h-1J J rp*(p') ¢(p") o(p-p' ~ p") ei<lCP'-P'll"dp" dp' 

= 2~ f rj>*(p + tM) e-iOq </J(p-flie) d(}, ( 4:· 14) 

is the equivalent of (3·7) in terms of the momentum wave functions ¢(p). 

t Integration must be replaced by summation in what. follows when the eigenvalues of r, s 
are discrete. 
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5, ME.AN VALUES, OPERATORS AND MATRIOES OF FUNCTIONS 

OF TlIE DYNAMICAL VARIABLES 

The mean value of an ordinary function G(r, 8) taken with respect to the phase-space 
distribution F(r, 8) is 

G = J J G(r, s) F(r, 8) drds 

= J J J J G(r, 8) (ifr, ei('T't+OB) ifr) e-i(7r+fJe>drdsdrd8 

= (r, {ff y(r, &)ei(Tr+os>drd&} i!r), (5· l) 

. where y(r, 8) is the ordinary Fourier inverse of G(r,s) 

y(r, &) = J J G(r, s) e-i<.7r+os)drds. (5·2) 

G is thus the mean of the operator 

G = J J y(r, 8) ei(-rr+Os) drd8, (5·3) 

which is thus the operator corresponding to the ordinary function G(r, s) in our theory. 
It now follows that the matrix Gue of G in any representation of eigenve,ctors 1f1 can be 

obtained by integration of the ordinary function G(r, s) with respect to the CO'rrespondin(J 
phase-space eigenfunction fu,(r, 8) 

Gik= ff G(r,s)fzk(r,s)drds = JJJJ G(r,s)(i/rz,eiCM09>1jr,,)drdsdrd8 

= (1/fz, Gifrk). (5·4) 

Since fuc is a Hermitian matrix with respect to land k, we see at once from (5·4) that 
Gik will be Hermitian if G(r,s) is real. 

The operators and matrices corresponding to any function of the basic variables 
r, s are thus uniquely defined by the phase-space distributions. In other words, our 
theory of phase-space distributions is equivalent to a theory of functions of non
commuting operators. Inversely, this theory of functions defines the phase-space 
distributions uniquely. 

In the special case of functions G(p, q) of canonically conjugate coordinates and 
momenta, (5·3) coincides with an expression derived by Weyl(9) on group-theoretical 
considerations. An alternative expression corresponding to (3· 10) for F(p, q) is 

G = eW"'iil1J2/1Jpaq G
0
(q,p), (5·5) 

where G0(q,p) is obtained directly from the ordinary function G(p,q) by writing all 
the operators p to the right (e.g. qnpm), and this order is maintained when applying the 
operator e!(fi/i11J

2
/0pa11 to G0 (cf. Appendix 3 for the proof; see also McCoy(tO)). The form 

of the usual operators of quantum theory: energy, angular momenta, radial momenta, 
etc., are not changed when they are derived by this method from the corresponding 
classical functions of p and q. 
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II. QUANTUM DYNAMICS 

6. THE LA.WS OF MOTION OF GENERAL DYNAMICAL STOOHASTIO PltOOESSES 

105 

We now come to the statistical interpretation of quantum dynamics. What we have to 
do for this purpose is to find the temporal transformation laws of the phase-space 
distributions of quantum theory corresponding to the quantum equations of motion. 
M mentioned in § 1, this cannot be done within the framework of classical statistical 
:rneohanics, which is a 'crypto-deterministic' theory, but appears rather as a special 
case in the general theory of dynamical stochastic processes. We start therefore with 
ai brief survey of the integral and differential relations through which laws of motion 
can be expressed for such processes. The theory will be developed for Cartesian 
coordinates and momenta only. 

The fundamental integral relation connecting the probability distributions F(p, q; t) 
and F0(p0, q0 ; t0) at times t and t0 for a given mechanical system is 

ll'(p, q; t) =ff K(p, q I Po, qo; t-to) Fa(Po, qo; to) dpodqo, (6·1) 

where K is the distribution of p, q at t conditional in p 0 , q0 at t0• K is therefore the 
temporal transformation function, and must express the laws of motion of the system. 
While F0 and F depend on the initial and final states of the system, K must be indepen
dent of these states, and depend on the inherent dynamical properties of the system. 
Hence the assumption that K is homogeneous, i.e. invariant for a translation of the 
origin int, and dependent only on the interval t-t0 (as long as there are no external 
time-dependent forces acting on the system). 

K gives the transformation for finite intervals. We now derive the corresponding 
infinitesimal transformation. The characteristic function A for the differences q- g, 
p-17 conditional in g, 17 is 

A(T, 8 / 17, G"; t-t0 ) =ff ei[OC<H>+r<i1-11>lK(p, q / ?J, g; t-t0 ) dpdq. (6·2) 

We make the second assumption that in the stochastic processes of physics, the pro
bability of a transition from ;, ?J to q =!= g, p =!= 17 in a small interval t - t0 is of the order of 
t-t0• For t = t0 , obviously K = o(p - r;) o(q - G) and A = 1. Hence (A- 1) /(t - t0) 

tends to a finite limit L when t-?t0 

A-1 
lim -- = L(T, e / ?J, g). 
t-+to t -to 

(6·3) 

We shall call L the derivate characteristic function. If M ( 7, 8; t0) is the characteristic 
function at t0 

M(T, 8; t0) =ff ei(r~+0t> F0(17, g; t0 ) d17dg, 

then the characteristic function at tis 

(6·4) 
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Hence oM = lim.JJA- l ei(.,~+ofJ F0(1'J, 6; t0 ) d'l'Jd6 ot t,-+t t - to 

= J J L(r, () ! 'l'J, s) ei<T11+1JS1 F('l'J, 6; t) d'l'Jds. (6·5) 

This can be expressed in the operational form 

oM ( 11 a i a) Tt =Lr, e ior' iatJ M(r,e; t) (6·6) 

(first suggested to the author by Prof. M. S. Bartlett). (6·5) and (6·6) express the 
infinitesimal transformation corresponding to ( 6· l) in terms of characteristic functions; 
they can be inverted to express this transformation directly in terms of distribution 
functions. This may be achieved in two ways; if L admits a Fourier inverse 

S(p, q I 'l'J, 6) = J J L(r, e I 'l'J, s) ei[7
(
1J-PJ+O(g-q)J drde, (6·7) 

we obtain for F the integro-differential equation 

~F(p, q; t) = J J S(p, q I 'i'J, f,) F('l'J, f,; t) d'l'}df,. (6·8) 

If, on the other hand, it is possible to expand L in the form 

L(r, e I 'l'J, f,) = limff £ ~ (iTr-r (~et (p-'l'J)n-r (q-f,)r K(p, q I 'l'J, f,; t-t
0

) dpdq 
t-+t, n-o r=O (n-r). r. t-t0 

r.o n (ir)n-r (i&t 
= n~Or~o (n-r)! r! a,nr('l'/,s) (6·9) 

(where the a,nr('YJ, 6) are called the derivate moments of the system), then F satisfies 
the di:ff erential equation of infinite order 

a co n ( - 1 )n ( 0 )n-r ( 0 )r 
atF(p, q; t) = n~ar~o (n-r) ! rl op oq [x.,,,,(p, q) F(p, q; t)]. (6·10) 

This reduces to an equation of finite order if the expansion (6·9) for L terminates, 
i.e. if the derivate moments vanish above given powers of p and q. 

7. EQU.A.TIONS OF THE MOTION FOR THE PH.A.SE-SPAOE 

DISTRIBUTIONS OF QUANTUM THEORY 

In order to derive the equations of motion for the quantum phase-space distributions, 
we look for the time derivatives of their characteristic functions. We find from the 
Poisson-bracket form of the quantum equations of motion 

oM f ·5 at= ifr*(q) [M, HJ ifr(q) dq = ~ ifr*(q) [MH- HM] ifr(q) dq, (7·1) 

where M(r, 8) is the characteristic function operator (3·5), and H the Hamiltonian 
operator, expressed from (5·3) by 

H = J J W((]',µ) ei(U'P+J•Vd(]'dµ, (7·2) 
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lf(O",,U) being the Fourier inverse of the corresponding classical Hamiltonian H(p, q). 
IIence, using expression (3·5), we obtain 

a: = ~J JI eii1i(.,-t1+uµ) [eiltu8 -eiMµ] W(cr, ,u) efr*(q)ei(t1+µ'J9.ei(r+rr)Pi.fr(q) dqdcrdµ 

= ~J J J Jsin tn(rµ-0'0)eiC(...+O')P+<o+µK11W(cr,µ) 

x et(lt/i1°2f8P8q[h-f:'ljr* (q) ¢ (p) eipq/n] dp dq_ dcr dµ,. 

'{Jsing expression (3·10) for F(p,q; t), we obtain the two equivalent expressions 

oM 'ff Tt = ~ [H(p+tM,q-iliT)-H(p-tne,q+ilfr)]F(p,q; t)ei(Tpf8q)dpdq, 

aM JJ {2 . n [ a a a a J } - = ei(rP+Oa) -sm- ----- H(p q)F(p q· t) dpdq 
at :n 2 apFaqH apHaqF ' ' ' ' 

(7·3) 

(7·4) 

where o/opH, o/oqH in the right hand of (7·4) operate only on Hand o/opF, o/oqli' only 
on F. The comparison of (7·3) with (6·5) gives the derivate characteristic function 

i 
L(r, e I p,q) = li[H(p+tne, q-tnr)-H(p-tne,q+tnr)]. 

If L possesses a Fourier transform 

S(p, q In, g) = ~f J[H(n+tM, ;-tnr)-H(?J-tne, g+tM)] eirr<11-11i+o<s-q.JJd-rde, 

then F(p, q; t) satisfies an integro-differential equation of form (6·8) 

~ F(p, q; t) == f J S(p, q I 11, G) F(?J, £; t) d'lfdg, 

with the kernel S given by (7·6). Similarly, we find from (7·4) 

a 2 . n[ a a a a] 
a1;F(p,q;t) =lism2 opFoqH -apHoqF H(p,q)F(p,q;t), 

which is easily shown equivalent to (6·10) with derivate moments 

a.2n+1.r(P. q) = ( - I)n+r (tn)2n (a~r (~rn+1-r H(p, q), a2n,.,<P· q) = o. 

(7·5) 

(7·6) 

(7·7) 

(7·8) 

(7·9) 

Inversely, the quantum equations of motion, and in particular the Schrodinger 
equation, may be derived from the equations above for F(p, q; t) (cf. Appendix 4). 
There is thus complete equivalence between the two. 

Finally, we may notice the analogy between the right-hand side of (7·8) and the 
classical Poisson bracket. This may be generalized in the following way. It may be 
shown by a method similar to that leading to (7·8), that the commutator in[RG-GR] 
of two operators R, G obtained (e.g. by (5·3) or (5·5)) from the ordinary functions 
R(p, q), G(p, q) is identical with the operator corresponding (by the same rules) to 

2 . n[ a a a a J lism2 opaoqR -apRoqG R(p,q)G(p,q). (7·10) 

In other words, (7·10) is the analogue of the classical Poisson bracket when the laws 
of quantum mechanics are expressed in phase-space, and the commutator is the 

175 



176

108 J. E. MOYAL
corresponding operator in a q- or ̂ -representation. It is also seen from this that oper-
ators whose classical analogue is 0 may correspond to non-vanishing phase-space
functions in the present theoryf-

8. THE GHARAOTEKISTIO EQUATIONS OF PHASE-SPACE EIGENETOTOTIONS

The expansion of the distributions F( p, q; £) of a conservative system in' terms of its
energy phase-space eigenfunctions/.^.^, q) is, from (4-2),

, q) e«*H**»W. ( 8-1)

Substituting in (7-7) and identifying term-by-term, we see that the/#c are the eigen-
functions of the homogeneous integral equation

(8-2)

The kernel 8 can therefore be expanded in terms of the/iA.

). (8-3)
i, le

Similar characteristic equations can be found for the eigenfunctions girc(p,q) of
any operator G corresponding to the classical function G(p,q). Let ji be the eigen-
values of G Gui(g) = 7i^). (84)

Calculating the mean of the commutator [G, M] from the two sides of (8-4)

J(g) [GM - MG] uk(q] dq = (y? - 7,,) j*J e«^> gik(p, q) dp dq

we find the characteristic equations for gik

*% /* /*

> q) - rr-73 Sa(P> I^'rk~7iJJ

N / 0 < l i)' (8'6)
where the kernel

= 2^ s (r* - r*) «T«(J
i,S

f This question was raised by the referee.
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9. TRANSFORMATION EQU.A.TIONS FOR FINITE INTERVALS 

:Eiaving derived the infinitesimal transformations in phase-space, we now return to 
the transformation equations for a finite interval (of.§ 6) 

F(p, q; t) ~ ff K 10(p, q J p0, q0: t-t,) F0(p0 , q0; t0) dp0dq0,} ( 

9
· l) 

FriPo,qo, to) - JI Ko1(Po> qo I p,q, to-t) F(p, q, t) dpdq. 

We introduce the operator solutions of the Schrodinger equation 

µk(q; t - to) = e-i(t-to)B.Jn uk(q) (9·2) 

for an arbitrary orthonormal set of functions uk(q). The corresponding phase-space 
functions are 1 I 

gik(Po,qo) = 
2

1T u1(qo-!lir)e-iTPouk(q0+tlir)dr, (9·3) 

where 

"!i1c(P, q; t-t0 ) = 2~ I µ1(q- tlir; t-t0) e-iT.TJ µk(q+ tnr; t-t0) dr 

= b 'Utz(to-t)gzm(P,q)Umk(t-to), 
Z,m 

Uik(t-to) = Jut(q)e-i(t-to)Bfnuk(q)dq. 

(9·4) 

(9·5) 

On substituting in (9· l) the expansions of F(p, q; t) and F0(p0, q0 ; t0) in terms of the 
(/tk and '°Yik• a term-by-term identification shows that 

'Ytk(p, q; t-to) =ff K1o(P, q I Po• qo; t- to) gik(Po• qo) dpod%, 

gilc(Po•qo) =If Ko1(Po,qo I p,q; t-to)'Yilc(p,q; t-to)dpdq. (9·6) 

The expansion of K10 in terms of the gik: K 10 = LA,,kgik has coefficients 

A,,,, = k J J K10(p, q I Po• qo; t -to) gt1c(Po• qo) dpodqo = hytc(p, q; t - to), 

and similarly for ](01, so that the two are identical, 

Ko1 = K10 = K(p,q I Po,qo; t-to) = h~g1Tc(Po,qo)'Yfk(.P,q; t-to)· (9·7) 
i,k 

We have thus found an expression for the transformation function Kin terms of the 
gik and 'Yue; from it we see that K satisfies the iteration relation 

K(p2, q2 I Po• qo; t-to) =If K(P21 qz I P1• ql; t2 - t1) K(p1, ql I Po, qo; t1 -to) dp1 dq1. (9·8) 

The transformation (9·1) form therefore a continuous unitary group. Stochastic pro
cesses satisfying the iteration relations (9·8) are known as Markoff processes (cf. 
Hostinsky ( 11); see also J e:ffreys (12)). 

The energy eigenfunctions fik(p, q) of a conservative system are easily seen from 
(9·4) and (9·6) to satisfy the homogeneous integral equation 

J,,k(p, q) = e-i<Ei-EJJ(t-to)fn I I K(p, q I Po• qo; t-to) fik(Po• qo) dpodqo. (9·9) 
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The transformation function of a conservative system therefore forms a kernel 
symmetrical in p, q, antisymm.etrical in t 

K(p, q I Po, qo; t-to) = k :L: firc(p, q) lfk(Po• qo) eiCE,-E1<)(l-to)/7i 
i,k 

(9·10) 

An alternative expression for K can be given in terms of the transformation wave 

function 1/r(q I q0 ; t-to) = :L: u~(q) un(qo) eiE11(t-t0)t7i. (9· 11) 
n 

Substituting expression (4·11) for file in (9·10), we find 

K(p, q I Po• qo; t-to) = :1T ff e-i('TP-'ToPol ifr*(q-tli:r I qo-tnro) ifr(q+ tM l qo+ tnro) drdro. 

(9·12) 

10. THE RELATION BETWEEN INFINITESIMAL AND FINITE TRANSFORMATIONS: 

Al'PLICATION TO WAVE PACKET AND COLLISION PROBLEMS AND TO THE 

CALCULATION OF TRANSITION l?ROBABILITIES 

It is seen from. the expansions (8·3) and (9·10) of Sand Kin terms of the energy eigen-
functions that . 0 

S(p,q( Po,q0 ) = lim~(t t )K(p,ql p0,q0 ; t-t0 ). (10·1) 
to-+t u - 0 

Inversely, K can be expanded in terms of S 

K(p,qJ Po•%; t-to) 
CX) (t-t )n+lf J 

= 8(p -po) 8(q-qo) + :L: (n: 1) I . .. S(p, q I ?Ji. s1) S(?J1, S1I172 I s2) 
n=O · (n) 

... S(?Jn, gn I p0, %) d171 df,1 ... d1Jndsw {10·2) 

This is easily verified by substituting from (8·3) for Sand comparing with (9·10) for K. 
Since S has a simple expression, obtained directly from the Hamiltonian, (10·2) 

supplies also a convenient method of approximation for K when the energy eigen
functions are not known exactly. We have thus a new method of solving problems in 
quantum mechanics, without having to solve the Schrodinge·r equation. 

The distribution F(p, q; t) of a wave packet at any time tis obtained by the trans
formation (9·1) from the initial distribution F0(p 0 ,q0; t 0) at t0• We can apply this to 
the solution of collision problems by introducing a suitable initial distribution Fo 
describing the motion of the two particles before the collision, and calculating the 
transformation function K by (10·2) and (7·6) from the Hamiltonian for the colliding 
particles. 

These methods can also be applied to the calculation of transition probabilities. 
Let fik(p, q) be the energy eigenfunctions corresponding to the unperturbed Hamil
tonian H0 • We can approximate for K from (10·2), using the kernel S corresponding 
to the complete Hamiltonian H = H0+H1 (where H1 is the perturbing term). Taking 
a single diagonal eigenfunction f 1ck(p0, q0) as the initial distribution at t = 0, the 
expansion of the transformed distribution Fk(p, q; t) at time tin terms of the fik is 

F,,(p, q; t) = :L: a~n!Xkmfnrri(P, q). (10·3) 
n,m 
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The transition probabilities ckn(t) from state k to state n are the diagonal coefficients 
ckn == a~nClkn whose expression in terms of K will clearly be 

Ckn = atnakn = J f J J K(p, q I Po, qo; t) fkk(Po, qo) fnn(p, q) dpodqodpdq. (10·4) 

11. THE PROBLEM OF DETERMINISM IN" QUANTUM MEOH.ANIOS 

The present theory should help to elucidate the question whether quantum mechanics 
is deterministic in the classical kinetic theory senset, since it permits a direct com
parison between the two. The infinitesimal time transformation of quantum phase
space distributions (7·8) may be written in the form 

al!' 2. :n{a a} Tt + :hsm2 op' aq H(p,q)I!'(p,q; t)=O, (11·1) 

where {o/op, o/oq} is the phase-space differential operator giving the classical Poisson 
bracket. The corresponding transformation of classical kinetic theory is given by 
Liouville's theorem al!' { 0 0} 

at+ op'Bq H(p,q)I!'(p,q;t)=O. (11·2) 

Its deterministic character may be seen from the fact that the characteristics of this 
first order partial differential equation are simply the classical paths in phase-space. 
Alternatively, we may say that I!' is an integral invariant of the transformation 
generated by the operator {a/op, o/oq}; an element 80 of phase-space will transform to 
S1 in the interval t, and 

J I!'(po,qo)dp0dq0 =f J!'(p,q; t)dpdq. (11·3) 
So St 

This no longer holds in the case of quantum theory; the transformation generated by 
the operator (2/n) sin }li{o/op, o/oq} is equivalent to {a/op, o/oq} when applied to Hp, Hq, 
but not in general when applied to HI!', so that while 80 will transform into S1 exactly 
as for the corresponding classical system, yet generally 

J I!'(po, q0 ) dp0 dq0 =Ff I!'(p, q; t) dpdq. (11 ·4) 
S, St 

Hence the present theory leads to the conclusion that quantum theory is not generally 
deterministic in the classical sense. 

In the correspondence principle limit, when h-+0, the quantum equation (11·1) 
is seen to reduce to the classical equation (11·2); this will equally well be the case if 
the Hamiltonian H(p, q) is a second degree polynomial in q and p, leading to the 
surprising conclusion that systems such as a free or uniformly accelerated particle, or 
a harmonic oscillator, are deterministic in quantum theory: this should not be taken 
too seriously, since even small perturbations or non-linear terms would, according 
to ( 11 · l), destroy this deterministic character. 

The phase-space transformations with time of quantum theory form a continuous 
unitary group, which reduces therefore to the group of contact transformation of 

t Cf. in this connexion Whittaker(2), Jeffreys(12) and also Reichenba.ch(25), 
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classical mechanics in the correspondence principle limit and for the 'deterministic' 
quantum systems whose Hamiltonian is a second degree polynomial; the transformation 
function K of§ 9, which is the probability distribution of p and q at time t conditional 
in p0, q0, at time t0 , degenerates in the classical limit to a singular distribution, with 
complete concentration of the probability 'mass' on the classical path in phase-space 
issuing from p 0, q0 ; K may then be expressed as a product of delta functions 

K = 8[p - p(p0, q0, t- t0 )] 8[q- q(p0, %• t- t0)1, 

where p and q are the classical solutions as functions of the initial values p0 , q0 and the 
interval t - t0• The phase-space distributions F at t, will be obtained from F0 at t0 by 
substituting the classical solutions for p and q. This has been shown directly by Prof, 
M. S. Bartlett and the author in the 'deterministic' cases of the free and uniformly 
accelerated particle and the harmonic oscillator. 

Owing to the fact that the transformation is unitary, the eigenvalues of the integral 
equations (9·8), (9·9) ar.i:i all of modulus l; in fact, of the form 

A-tk = ei(Ei-EiiJ(t-to)ln. 

In the theory of discrete Markoff processes (where the random variables have only 
a discrete and finite set of possible values) characteristic roots of modulus 1 for the 
transformation matrix correspond to deterministic processes (non-degenerate processes 
involving roots of the form le-µ<t-to>I < 1). Yetwesawabovethatthe quantum mechanical 
process is not deterministic in the classical sense. The explanation of this discrepancy 
must await the further stuQ.y of unitary-Markoff processes of this type. 

III. QUANTUM STATISTICS 

12. GIBBS'S ENSEMBLES .AND PH.ASE-SP.A.OE DISTRIBUTIONS 

A possible field of application for the statistical approach to quantum mechanics lies 
in the kinetic theories of matter, where the joint distributions of coordinates. and 
momenta are required. As a first step in this direction, we shall study the equilibrium 
distributions in large assemblies of similar systems. 

The notion of Gibbs's ensemble is translated into the quantum theory of statistical 
assemblies by introducing 'mixed' states, where the assembly has a probability P11 
to be in a state ifr n and the average of any dynamical variable G is given by the diagonal 

sum i') = "f, ( ifr ni Gifr .,,,) P11 ( 12· l) 
n 

(Dirac(13}); the introduction of Gibbs's ensembles in quantum theory is due to 170n 

Neumann. The phase-space distribution corresponding to a Gibbs's ensemble may be 
found in accordance with the method of§ 3, by calculating the mean of eiEcr(rcrru+O,,sr1) 

from ( 12· l) ( r u• au being the dynamical variables characterizing the assembly), and 
taking its Foarier inverse. For the Cartesian coordinates and momenta of an assembly 
of N degrees of freedom 

M(r u.fiu) = :L:Pnf ... f f!(qu) eiI:o(TuPo.+8o'2u) ifrn(qu) dql ... dqN, (12·2) 
n (N) 
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and the phase-space distribution pis a swn of diagonal eigenfwlctions Pn (see§§ 8 and 4) 

P(Pu• qu) = 2: Pn(Pu• qu) Pn, (12·3) 
n 

Pn(Po-,qo-) = (211')-Nf ... J~(qu-tlilTu) e-iI:a1'aPa1frn(q(J"+!nTu)dT1 .•• dTN 
(N) 

= h-iN ei(1i/il'Ea81/8pa8aa (lfr!(qcr) </Jn(Pu) ei:EaPaaallt], (12·4) 

where Vrn(qu), <f.>n(Pu) are the eigenfunctions in qu, Pu representations respectively. 
Since each term p.,,, in the right-hand side of (12·3) is a solution of the phase-space 

equation of the motion (7·8), the transformation with time ofp will be governed by the 
same equation, which now appears as a generalization of Liouville's theorem for the 
probability densities in phase-space of statistical assemblies. Introducing the phai!!e
space differential operator of a Poisson bracket 

we have symbolically 

{~ ~}np = 2: [oH op_ oH op] 
op/ ogO' er aper oqO' oq(T op"' ' 

op 2 . n{ a a } 
-at+1ism2 a• a Hp= 0. 'PO' q(J" 

(12·5) 

(12·6) 

It has been held that the existence of Gibbs's ensembles 'is rather surprising in view 
of the fact that phase-space has no meaning in quantum mechanics' (Dirac (13)). 

This apparent paradox is removed by the statistical approach to quantum theory, 
which leads, as seen above, to an interpretation of ensembles closely analogous to that 
of classical statistical mechanics. 

13. PHASE-SP.A.CE DISTRIBUTIONS OF ONE MEMBER OF .A. ST.A.TISTIOAL .A.SSElY!l3LY 

We consider now an assembly of similar particles in weak interaction. For a given 
energy En of the whole assembly, we find complexions a.,,, with a1 particles of energy 

k le 
e1, a2 of energy e2, ••. , ak of energy e1,, N = ~ ai, and En = ~ ai ei. Assume at first that 

1 1 
the energy eigenstates of individual particles are non-degenerate. The eigenfunctions 
corresponding to Ctn are 

M.B. case: 

B.E. case: 

F.D. case: 

11'u.n = U1(q1)u1(qz) ··· U1(qa)Uz(qa1+i) ... uk(qN),l 
11'u.

11 
= (N!)-~ ~ P[u1(q1) Ui_(qz) ... uk(qN)], 

p 

ijf rt;n = (N!)-i 2: ± P[u1(q1) U1(q2) ... uk(qN)], 
p 

(13· l) 

where M.B. refers to a Maxwell-Boltzmann, B.E. to a Bose-Einstein (symmetrical), 
andF.D. to a Fermi-Dirac (antisyrnmetrical), assembly, P denotes all the permutations 
of the qrr, and the + or - signs in the F.D. case refer to even or odd permutations. The 
numbers of distinct wave functions for each energy E11 are 

N! l M.B. case: oa.n = I I I' a1. a2 . ... ak. 

Ou.,. = 1 for all an, 

0 = {l when all ai = 0 or l,j 
an 0 if any a.;,> 1. 

B.E. case: (13·2) 

F.D. case: 

PSl' 451 I 8 
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The phase-space distribution P(Prr• qrr) and eigenfunctions pan (p(f', qrr) for the assembly 
are obtained by substituting from (13·1) in (12·3), (12·4). It is easily seen that in the 
M.B. case Pan is a product of diagonal eigenfunotionsfu(P, q) of the individual particles 
only, while in the B.E. and F.D. cases, non-diagonal eigenfunctions occur too. 

The phase-space distribution for one particle is obtained by integrating over the 
coordinates and momenta of the remaining particles 

f(P1, qi) =f ... Jp(pu, qu) d/J>2dq2dp3dq3 . .. dpNdqN. (13·3) 
2(N-l) 

Owing to this integration, all terms in Pa.n involving non-diagonal eigenfunction cancel, 

because J J facdpdq = oiTc· Hence in all three casesf(p1, q1) appears as a sum of diagonal 

eigenfunctions f(pvqi) = 2,ndii(p
1
,q1). (13·4) 

i 

It is easily shown that the ni are simply the average frequencies of the occupation 
numbers a,,, of (13· l). Introducing a canonical ensemble, where the Pn of (12·3) are 
proportional to e-En/TcT, we obtain 

n.,, = 2, ~Octne-En/lcT/ I: Oane-En/lcT. 
n,a:n n,CG" 

(13·5) 

By substituting from (13·2) for the Oa.n, .then.,, can be calculated by the method of 
'sums-over-states' (Schrodinger (14) ), leading to the well-known expressions 

1 
(13·6) 

M.B. case: y = O; B.E. case: y = l; F.D. case: y = -1, (13·7) 

which can be substituted in (13·4) to give an explicit expression for the phase-space 
distribution of one member of an assembly. As usual in equilibrium theory, all results 
are independent of the type of ensemble provided that the dispersion of the total 
energy is sufficiently small. 

The effect of degeneracy of the individual energy eigenstates is to introduce non
diagonal terms in (13·4). As a result, the ni must be multiplied by the corresponding 
order of degeneracy wi, while the fu. must each be replaced by 

- I 
fi1.(Pv qi) = w 2,fu. kkPv q1), (13·8) 

i k,Z 

where the indices le, l refer to the degenerate phase-space eigenfunctions at the ith 
level, supposed orthogonal. 

The foregoing may be used to justify the introduction of ensembles in quantum 
theory. If we think of an ensemble as an assembly of similar assemblies, then the dis
tribution of one assembly will have the diagonal expansion (12·3) for the same reason 
that the distribution of one particle in an assembly has the diagonal expansion (13·4), 
even if the ensemble is in a pure state. If the ensemble consists of an infinite number of 
distinguishable assemblies, then the coefficients Pn of the expansion must be M.B. 
factors e-EnfkT (En being now the energy of one whole assembly) and we thus have a. 
canonical ensemble. 
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We may compare averaging over an ensemble to averaging over time. If an assembly 

is in a pure state, non-diagonal terms in the expansion of its distribution function 

(13·9) 

cancelin a time average, leaving a diagonal expansion similar to ( 12· 3). This is analogous 
to the ergodic principle of classical theory. 

14:. JOINT PHASE-SPACE DISTRIBUTION FOR TWO MEMBERS OF AN .ASSEMBLY 

The distribution function for two p~rticles is obtained by integrating p over the 
coordinates and momenta of the remaining particles. 

f(pl, ql, Pz, qz) = f ··· fp(pu, q-r) dpadqa ··· dpNdqN. (14·1) 
2(N-2) 

In the M.B. case, the integration of each eigenfunction p""" yields only products of 
diagonal eigenfunctions of the form fu,(p1, q1) f 1ik(p2, q2). In the other two cases, it is 
seen that if i =!= k, there will be in addition non-diagonal terms (obtained by permuting 
the two particles) fik(p1, q1)f""(p2, q2), preceded by a + sign in the B.E. case, a - sign 
in the F.D. case. Other non-diagonal terms in P11.n cancel by integration as in the case 
of a single particle. Hence we can write for all three oases 

f(J.11, q1, P2• qz) = ~ nilcf,1,i(J.111 q1) fkk(P2, q2) +y ~ nilc f.11,(P11 q1) fk,1,(pz, qz), (14·2) 
~k ~k 

where y has the same meaning as in (13·7). The coefficients of this expansion are easily 
found to be for a canonical ensemble 

n, = !; ai ak 0 e-E11 kT/ !; 0 e-En/kT ( i =f k )} 
ile N(N -1) o:n "'» n,ct,., n,cin. 

a.(a.-1) I n., = ~ i ' 0 e-En/kT ~ 0 e-E111kT 
ii £.J N(N - 1) °'11 k.J °'11 

n,a:n n,an 

fl4·3) 

Carrying out the summations in (14·3) by the' sum-over-states' method, we find that 
the non-diagonal coefficients (i =!=le) are 

(14·4) 

where the ni are the average frequencies of the ai, as given in (13·6), while the diagonal 
coefficients are 

M.B. case: nii = n~, B.E. case: nu= 2n~, F.D. case: nii = O.t (14:·5) 

The last (F.D. case) is of course a result of the exclusion principle. Substituting in 
(14·2) we have 

f(p1, qv P2, q2) = ~ ninkfu(P1, q1) fkk(P2, q2) +Y :L: ninkf.r.k(P1, q1) fkk(P2• q2), (14·6) 
~k ~k 

which may be written, after comparison with (13·4:), 

f(P1• q1,pz, q2) = f(p1, q1)f(pz, q2) + f'Y ~ [fik(P1• qi)f7c.,(p2, qz) + fkt(Pv q1)f.t.k(pz, qz)J. 
i,k 

(14·7) 

t Strictly speaking, the right-hand sides of (14·4) and (14·5) should be multiplied by a 
normalizing factor ( 1 + y ~ n~). 

i 
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We see thus that symmetry (or antisymmetry) conditions introduce a probability 
dependence between any two particles in B.E. (or F.D.) assemblies even in the absence of 
any energy interaction. For example the coordinates and momenta of the two particles 
will be correlated, with covariance 

µ(q1q2) = q1q2-itq; = y~nink I Qnk !2,} 
i,k (14·8) 

µ(P1P2) = P1P2-P1P2 = y~nink I Pnk 1
2

, 
i, k 

where Qnk• Pnrc are the matrices of the individual q's and p's, 

Qnlc = Jf qfnk(p,q)dpdq, Pnlc = Jf Pfn1c(p,q)dpdq. 

It is this dependence which gives rise to the 'exchange energy' between the particles 
when they interact. 

15. LIMITATIONS OF THE ST.A.TISTIOAL .A.l'l'ROAOH TO QUANTUM THEORY 

The results obtained so far seem to offer a fairly complete scheme for treating quantum 
mechanics as a form of statistical dynamics. It is important now to return to the 
difficulties mentioned at the beginning of this paper, and discuss the limitations of 
this approach. 

First, we notice that phase-space eigenfunctions must generally take negative as 
well as positive values, since they are orthogonal. Only one eigenfunction (generally 
the ground state one) may possibly be non-negative for all values of the dynamical 
variables, except for singular eigenfunctions involving delta functions, such as the 
momenta eigenfunctions (4·13). Hence, on taking for example Cartesian coordinates 
and momenta p, q as the basic system, the phase-space distribution in the nth energy 
eigenstate formed according to the method of§ 3 would be the diagonal eigenfunction, 
fnn(p, q), which can be negative, and is therefore not a true probability. This is not 
really surprising, because we have seen in§ 9 that the dynamical equations are those of 
a Markoff process. The existence of eigenfunction solutions for the fundamental equa
tions (9·8), (9·9) of Markoff processes is well known (see Hostinsky(U)), and it is also 
known, that these eigenfunctions are not generally probabilities by themselves. Pro
bability distributions are expressed as non-negative linear combinations of these 
eigenfunctions. 

In the language of quantum theory, we may say that true probability distributions 
of any given set of non-commuting variables do not exist for every state; the physical inter
pretation would be that where the distribution, as calculated by the method of§ 3, can 
take negative values, it is not an observable quantity. This is a restatement of the 
necessity, already discussed in§ 2, for postulating the existence of different phase-space 
distributions according to the basic set of dynamical variables. Take, for example, 
a system composed of one proton and one electron. The distribution F(p, q) corre
sponding to the i.jr(q) of a Gaussian wave-packet is positive for all p and q, a.nd is hence 
an observable quantity. On the other hand, there would be no observable (p, q) 
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distributions for the energy eigenstates of a hydrogen atom, though an observable 
distribution may exist for some other set of variables. 

It is usually accepted that a dynamical variable G is exactly equal to its eigenvalue 
g

11 
when the system is in the corresponding eigenstate. This means that the operator 

W corresponding to the function W(G) should be equal to the function W of the 
operator G, W = W(G), since if G is exactly equal to {Jn the mean of Wis W = W(gn), 

and hence W = (ifrn, Wifrn) = (ifrn, W(G) 1/f ,,,,) = (ifrn, W(gn) ifrn) = W(gn). (15· l) 

Now it is easily seen (Appendix 5) that according to the theory of functions of§ 5 this 
condition is fulfilled only when G is a function of some linear combination of the basic 
vairiables r,s: G(ar+bs). This again is connected with the necessity for phase-space 
distributions adapted to the experimental situation; if the latter involves observation 
of G, then the distributions must be set up for some set of variables r, s such that 
G = G(ar+bs). 

In order for the scheme to be consistent, it should be possible to prove that if a state 
if; admits a non-negative phase-space distribution Fat the time t = 0, then F will be 
non-negative at any time t. This is easily seen for isolated systems possessing at least 
one cyclic coordinate 0. Suppose that 0 and its conjugate g are obtained by a canonical 
transformation from the original system qi, Pi• and let Qi, Pi be the other (transformed) 
coordinates and momenta, H(g, e, .Pi, Qi) the transformed Hamiltonian. Then 

oH oH Wf = 0, ag = constant= w. (15·2) 

The transformed equation ·of the motion (7·8) can be written 

oF oF 2 . n { a a } 
at+ w ae +lism2 a~' oQi HP = 0· 

Separating the variables, we have 

F(g, 8, ~.Qi; 't) = F1(0, t) Fr(g, .Pi, Qi),) 
~l (8~1 + w 

0{e1
) = 2iµ (µ constant), 

Fl = eiµ(t+O/w). 

(15·3) 

(15·4) 

Comparing with the expansion of F in energy eigenfunctions, we see that it must be 

of the form F(g, e, Pt, Qi; t) = ~ af a,cQil.(g, Pi, Qi) ei{(Ei-lilt)(t+e/w)}Jn. (15·5) 
i,k 

Hence, if P ~ O for all e at t = 0, it must be non-negative for all t. This proof was 
suggested to the author by Prof. M. S. Bartlett. 

Finally, we may discuss the meaning in the present theory of observables having no 
classical analogue. §§ 2-5 on quantum kinematics are framed so as to apply to such 
observables as well as to those having a classical analogue. The phase-space distribu
tions represent for both types the joint distributions of eigenv-alues for non-commuting 
sets, and are subject to the same restrictions. The quantum equations of motion in 
phase-space, on the other hand, were expressed only for Cartesian coordinates and 
molll.enta, so as to bring out the relationship with the theory of general stochastic 
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processes. It is clear, however, that they can be extended to general quantum observ
ables, say rands. If F(r, s,t) is their joint distribution, then asin§7, oF/otia obtained 
by Fourier inversion of aM ( i ) 

Tt = !fr*,/i[M,H]tf' , (15·6} 

where M = ei(7'f+6•l. 

16. PRACTICAL AI'PLIOATIONS OF THE THEORY 

The foregoing restrictions are necessary as long as we require probabilities in phase
space. They may be relaxed in practical applications of the theory, where we introduce 
phase-space distributions as aids to calculation, and where the observable quantities 
we wish to calculate are necessarily non-negative, independently of whether the phase
space distribution takes negative values or not. It is not difficult to see that the phase
space distributions and eigenfunctions obtained by the rules of§§ 3 and 4, though not 
necessarily non-negative, obey the other fundamental rules of probability theory, 
i.e. the addition and multiplication laws. Bartlett (15) has discussed the introduction 
of such 'negative probabilities' as aids to calculation, and has shown that they can 
be manipulated according to the rules of the calculus of probabilities (with suitable 
precautions) provided we combine them in the end to give true (non-negative) pro
babilities. He remarks that' where negative probabilities have appeared spontaneously 
in quantum theory, it is due to the mathematical segregation of systems or states 
which physically only exist in combination'. 

Now this relaxation will be possible in practical applications, because the phase
space distributions contain more information than is generally required for com
parison with observations. For example, if we wish to calculate the way the distribution 
in space p(q;t) of a wave-packet varies with time, we may use the method of§ 10, 

becausep(q; t) = J F(p, q; t) dp = tf'(q; t) ifr*(q; t) will never be negative, even if F(p, q; t) 

can be negative. Similarly, transition probabilities calculated by the method outlined 
in the same paragraph will always be non-negative, whether F takes negative values 
or not. Finally, we may use the methods of§§ 12-14 to calculate the phase-space 
distributions of members of an assembly even if the phase-space distribution for the 
whole assembly can be negative. 

We conclude that in applications of the theory, we need not be concerned whether 
the phase-space distributions are true probabilities, provided that the final results, 
expressed either as linear combinations of these distributions or as integrals over part 
of their range, are necessarily true, non-negative probabilities. 

17. UNIQUENESS OF THE THEORY AND POSSIBILITIES 

OF EXPERIMENT.AL VERIFICATION 

The statistical approach to quantum. theory involves the introduction of an addi· 
tional postulate on the form of the phase-space distribution, which is equivalent to 
a theory of functions of non-commuting observables. The choice of this postulate is 
not unique. Dirac (16) has given a theory of functions of non-commuting observables 
which differs from the one obtained in§ 5 of this paper; it has the advantage of being 
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independent of the basic set of variables, but, as might be expected from the foregoing 
discussion, it leads to complex quantities for the phase-space distributions which can 
never be interpreted as probabilities.t 

It is natural to ask therefore whether any experimental evidence is obtainable on 
this subject. In so far as observable results calculated by such theories are equivalent 
to those obtained by orthodox methods, e.g. transition probabilities, or distributions 
of ooordim~,tes only, this is obviously impossible. However, though the simultaneous 
measurement of coordinates and momenta is not possible for single particles, there is 
some hope that experiments on large number of particles might be devised to verify 
the phase-space distributions predicted by the theory. Alternatively, one might 
hope to verify the corresponding theory of functions of non-commuting observables 
if e:icperimental evidence became available on some Hamiltonian involving products 
of q and p. 

APPENDICES 

Appendix 1. Space-conditional averages of the momenta and the uncertainty relations 

The space-conditional moments pn:j: are the means of p'"' when q is given. They may 
be obtained either from expression ( 4· 14) for F(p, q) 

p(q)pn = J pnF(p,q)dp 

= J J J p'"'ef>*(p') ef>(p") 8(p-p' ~ p") eW.P"-p')ffl.dpdp' dp" 

= J J ¢*(p')¢(p") (p' ;p") n eilICP"-p')/71.dp' dp" 

= (;i)n {(aaq - a aq )cni 1/t(q1) 1/t*(q2)} ' 
i 2 a1=a2=a 

(A l·l) 

where p(q) = J F(p, q) dp = ijr(q) ijr*(q), or from the characteristic function M(7 J q) of 

p conditional in ·q (see Bartlett (17)) which is seen, from (3·7), to be 

M('T I q) = ~ J F(p, q) eiT:P dp = 1/t*(q-t,M) ifr(q + f!i,r)/ifr*(q) l/f(q). 

On writing 'ljr(q) = plr(q) eiS(q)/rt, 

(A 1·2) 

(A 1·3) 

the logarithm of M(r J q) or 'oumulant' function (Kendall (18)) 

i 
K(T J q) = logM(T \ q) = }logp(q+tri.'T)p(q-tli:r)-logp(q)+/i[S(q+tM)-S(q-ilir)] 

(A 1·4) 

leads to a simple expression for the 'oumulants' Kn(q) (coefficients of (i7)'"'/nl in the 
Taylor expansion of K) 

K2n+1(q) = (;trn (;qyn+l S(q), 7C,,,,(q) =(;Jin (;q)2'"'1ogp(q). (A 1·5) 

t Note aikled in proof. Reference should also be made to a recent paper by Feynman (26) 
giving an alternative approach. 

t The double bar - denotes a conditional moment, while a single bar - denotes a mean over 
the distribution of both p and q. 
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The IC,,,, bear simple relations to the moments pn (Kendall (18)). 

first moment by both methods is 

_ ( ) =< ) as 
Kl q = p q = oq' 

In particular, the 

(A 1·6) 

leading to the interpretation of the argument of the wave-function 1j;'(q) as the potential 
S(q) of the space-conditional mean p(q). The conditional mean-square deviation ist 

(A 1·7) 

We note also that the asymmetry of a distribution depends only on its odd cum.ulants; 
hence the asymmetry of the conditional distribution of p depends entirely on S(q). 

Formulae (A 1·6) and (A 1·7) lead directly to Heisenberg's inequality for the mean
square deviations of p and q. Let a;, f3 be any two random variables with zero means. 
We have the well-known Schwarz inequality 

(Al ·8) 

Now take et= p(q), where we suppose p to become random when we allow q to vary; 
take also f3 = q. Then from (A 1·8) above, and assuming (as can be done without loss 
of generality) that p = q = O, we obtain 

o-,p(p).;::i: If qpp(q)dql = lqp. (A1·9) 

Take now -:11 ;-:1 - Jologp d o et= u ogp uq, a;= --aq-P q = , 

a2 = f Cn~:prpdq = - Ja2~;~p pdq = ~ J o-;,([pdq, 

- J ologp aq = qaq-pdq =--I. 

Hence, from (A 1·8), cr~J u~ 1 apdq;;:i: in2• (A 1·10) 

Since (Al·ll) 

the sum of the two inequalities (A 1·9) and (A 1·10) gives Heisenberg's inequality 

(A 1·12) 

This derivation of Heisenberg's inequality was pointed out to the author by Prof. 
M. S. Bartlett. 

t The fa.ct that 0-:ia can be negative a.~cor~il'lg to. (A 1·7) results frox:i ~he possib~ty of the 
formal expression for F(p, q) being negative in certain states. The restr1ct1ons thus rmposed on 
the interpretation of F(p, q) as a. probability a.re discussed in § 15. 
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Appendix 2. Orthogonality and completeness of the phase-space 
eigenfunctions for canonically conjugate variables 
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The orthogonality relations of the phase-space eigenfunctions for canonically con
jugate variables can be seen quite simply. We have, from (4·11), 

If 1zk(p, q) f{fk.(p. q) dpdq 

= (211')-2 J J J J u7(q-flir) uk(q+tnr) Ui•(q-tli:r')uZ,(q+ ilir') e-1<.,.-r'>11 drdr' dpdq 

(A2·1) 

(the second line following from the change of variables x = q-tM, y = q + tn:r), and 

ff fuc(p,q)dpdq = (211')-1 J JJ uj(q-tnr)uk(q+ tnr)°e-i7 Pdrdpdq 

= J ut(q) uk(q) dq = 81k. (A 2·2) 

The completeness relations follow from the corresponding relation for the ui(q) 

'Zfzt(p, q) fzt(p', q') 
Z,k 

= (211)-2 fJ~ uj(q-flflr) uz{q' -inr')uk(q+ flir)uNq' + flir') eiCr'p'--rP)drdr' 
J. l,k 

= (211)-2 ff 8[(q-q)' + tn(r-T')] 8[(q-q')-tn(r-r')] ei(r'11'-r11)d7dr' 

= h-18(q-q') 8(p-p'), (A2·3) 

~fu(p,q) = (21T)-1J~uT(q-ilir)u,,(q+ilir)e-ir11dr 
z z 

(A2·4) 

Appendix 3. Operators corresponding to functions of canonically conjugate variables 

The proof of (5·5) follows from expression (3·10) for the phase-space distribution 

F(p,q). ~ ff G(p, q) = G(p, q) F(p, q) dpdq 

= h-1J J G(p, q) {eWl.fi)1J 2tavaa [r*(q) qS(p) ei11afli]} dpdq 

= n,-1.r J J {ei<nli>a21apaa G(p, q)} r*(q)q)(p) 8i11a!lidpdq 

= f r*(q){et<nliJoa1011aaGo(q,p)}r(q)dq 

= f r*(q) Gr(q) aq, (A3·1) 

and hence (A3·2) 
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The operator corresponding to a function 

G(p, q) = ~ /kn(q) pn 
n 

is obtained very simply from (A l·l). We have 

µn(q) Pn = J µn(q) pnp(q) dq 

and hence 

= (~t J µn(q) { (a:1 -a~Jn> Y,(qihlf*(q2)L=a2=a dq 

= J r*(q) t~o (~)plcµn(q)pn-k} Y,(q)dq 

G = ~ ~ ple,un(q)pn-lc, co n (n) 
n~Ole=O k 

Thls could also be derived from (A 3·2) (cf. McCoy (10) ). 

Appendix 4. Transport equations and the Schrodinger equation 

(A3·3) 

(A3·4) 

(A3·5) 

The 'tra.nsport' equa,tion of a,ny quantity g(p, q, t) is defined as the equation 
governing the time variation of the mean g(q, t) at every point q (space-conditional 
mean). It is obtained from (7·7) or (7·8) by integrating over themomentap and making 
use of the expressions in Appendix 1 for the conditional moments of p. In the case of 
a particle of mass m, charge e in an electromagnetic field, whose classical Hamiltonian is 

H(p;,,qi) = 2~f (Pi-~Air+ V(qi,t) (i = 1,2,3) (A4·1) 

(A.M1c, t) being the vector, V(q1c, t) the scalar, potentials) integration of (7·8) and sub
stitution of~= oS/oqi from (A 1·6) lead to the continuity equation 

ap a ( as) 
at + ~ aqi P aqi = o, (A4·2) 

where p(qi) is the distribution function of the coordinates. Multiplying (7·8) by Pk 
and integrating gives the transport equation for P1e 

(A4·3) 

Substituting in the above from (A 1·6) and (A 1·7), and combining with (A4·2), we find 

a {as - n,2 a2p} ~ -
0
t +E--

8 
-~-0 2 = o (k = 1,2,3). (A4·4) 

vqk mp i qi 

Hence the quantum-mechanical equivalent of the classical Hamilton-Jacobi equation 

as = :n2 

-.;;;+H = -8 -'V2p. 
Uo mp 

(A4·5) 

Substituting p = 1/fr* and S = n/2i log (if//Y,*) and adding and subtracting (A 4·2) and 
(A 4·5) we find the Schrodinger equation of a charged particle in the :field 

-2: --:---A1 if/+ V1fr =in-. 1 (n, a e )2 
• oifr 

2m i ioq" c ot (A4·6) 
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Appendix 5. Operators corresponding to functions of linear 
combinations of the basic variables 
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According to (5·2) and (5·3), the operator corresponding to G(ar+bs), where a 
and b are constants, is 

G= JJei(Tr+O•ldrdeJJa(ar+bs)e-i(Tr+11s>drds. (A5·1) 

Changing to the variables 

we find 

T 0 
f, = ar+bs, 7J = ar-bs, ,\ = -+-

2a 2b' 

G = J J ei[(A+µ)ar+(J..-µ)bsJ d'Jo..dµ J J G(G) e-i!J..Hµ'll df, d7J 

= f ei?.(ar+bs)d,\ J G(g)e-i?.€df, = G(ar+bs). 

(A5·2) 

(A5·3) 

I should like to acknowledge my indebtedness to Profs. P.A. M. Dirac, H. Jeffreys 
and the late R. H. Fowler for their criticisms, suggestions and encouragement in 
carrying out this work, and my gratitude to Prof. M. S. Bartlett for many invaluable 
discussions and the communication of his various results referred to in the text. 
:M. J. Bass and Dr H. J. Groenewold have studied the same subject independently 
(cf. Bass(19)(20), Groenewold(21)), and I have benefited from discussions and corre
spondence with them. The papers of Powell(22), Stueckelberg(23). Dedebant(24) and 
Reichenbach' a book (25) also have a bearing on the questions discussed in the present 
paper (I am indebted to Prof. Bartlett for these last references). 

SUMMARY 

An attempt is made to interpret quantum mechanics as a statistical theory, or more 
exactly as a form of non-deterministic statistical dynamics. The paper falls into three 
parts. In the first, the distribution functions of the complete set of dynamical variables 
specifying a mechanical system (phase-space distributions), which are fm1damental 
in any form of statistical dynamics, are expressed in terms of the wave vectors of 
quantum theory. This is shown to be equivalent to specifying a theory of functions of 
non-commuting operators, and may hence be considered as an interpretation of 
quantum kinematics. In the second part, the laws governing the transformation with 
time of these phase-space distributions are derived from the equations of motion of 
quantum dynamics and found to be of the required form for a dynamical stochastic 
process. It is shown that these phase-space transformation equations can be used as 
an alternative to the Schrodinger equation in the solution of quantum mechanical 
problems, such as the evolution with time of wave packets, collision problems and the 
calculation of transition probabilities in perturbed systems; an approximation method 
is derived for this purpose. The third part, quantum statistics, deals with the phase-space 
distribution of members of large assemblies, with a view to applications of quantum 
mechanics to kinetic theories of matter. Finally, the limitations of the theory, its 
uniqueness and the possibilities of experimental verification are discussed. 
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1. INTRODUCTION 

The calculation by the usual perturbation methods of transition probabilities between 
the unperturbed states of a quantum-mechanical system yields approximate results, 
valid only for small perturbations. The object of this paper is to calculate the exact 
transition probabilities between the unperturbed states of quantum oscillators, valid 
for large as well as small perturbations, by using the 'phase-space' method developed 
by one of the authors (Moyal(l), referred to henceforth as (I)). 

We give first the main results of (I) required in this paper. The probability distribu
tion in phase-space of a system in a state described by the wave-function ifr(q) in 
q-space ist 

( l · l) 

Corresponding to the expansion of ifr(q; t) in terms of energy eigenfunctions un(q) 

1/f(q;t) = ~anun(q)e-iEnttn, (1·2) 
n 

we have an expansion for F(p, q; t) 
F(p q · t) = " a* a f. (p q) ei<Ek-E11>tlft '' k.Jlc·nkn> k,n 

(1·3) 

in terms of the energy phase-space eigenfunctions 

f1o11(JJ, q) = 2~ J u~(q-!liT) e-iTJ> un(q + ilir) dr. (1·4) 

These functions form a complete orthogonal system in phase-space which is also 'self
orthogonal' and hermitian with respect to the indices le, n, i.e. 

ff fknf~'n'dpdq = h-loklc'Onn'' ff fkndpdq = Okn• f1cn =f~k· (1·5) 

Furthermore, the matrh: G1cn corresponding to an ordinary function G(p, q) is given by 

G1m = JJG(p,q)fkn(P,q)dpdq. (1·6) 

The transformation with time of F(p, q; t) corresponding to the quantum equations 
of the motion is given symbolically by 

a 2 . {n ( a a a a )} a1;F(p,q; t) = ~sm 2 oplJ'oqH-opHoqF H(p,q)F(p,q; t), (1·7) 

t When no limits are specified, all integrals are to be taken as from - cc to + oo. 
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where o/opH> o/oqH operate only on the classical Hamiltonian H(p, q) of the system; 
o/opF, o/oqF on F(p, q, t). This is seen to be an extension of Liouville's theorem 

aF oHoF oHoF 
-at=aqap-op aq' (1'8) 

and reduces to the latter in the correspondence principle limit (h-+0) and for systems 
whose Hamiltonian is a polynomial of the 2nd degree or less in p and q. For such systems 
(and they include the free and the uniformly accelerated particle, and the oscillator) 
the transformation with time of F(p, q; t) is of the 'deterministic' type of classical 
kinetic theory, each element of the distribution transforming in phase-space according 
to the laws of classical mechanics. A direct verification of the deterministic character 
of these systems in given in Appendix 1 and in § 2. t 

Equation (1·7) specifies the infinitesimal transformation with time of F(p,q; t). 
The transformation over a finite interval t-t0 can be given in terms of a 'transforma
tion function' K(p, q I p0,%; t-t0); 

F(p, q; t) = J JK(p, q I p0 ,%; t-t0 ) F(p0 ,r]o; t-t0 ) dp0 d%. (1'9) 

K is interpreted as the probability of p, q at t conditional in 110 , q0 at t0, and may be 
expressed either in terms of the phase-space eigenfunctions by an expansion similar 
to (1·3) 

K(p, q I p0, %; t- t0 ) = h 2:, f1cn(1;0, %) fZn(p, q) ei<Ek-EnlCt-to)/li, (1·10) 
k,n 

or in terms of the wave transformation-function 

ijr(q/q0; t-t0) = :L,un(%)u;,(q)e-iEn(t-to)/li, (1·11) 
n 

by an integral similar to ( l · l) 

K(p, q I Po> qo; t-to) = ! ff ijr*(q-Mir I rio-t}lro) eiCroPo-rP) ijr(q+ fllT I qo + tJiro) drdro· 

(1·12) 

The phase-space theory of quantum mechanics may be applied to calculate the 
transition probabilities of a perturbed system. If]( is known for the perturbed Hamil
tonian H, and we wish to calculate the transition probabilities from the Jeth unperturbed 
state in an interval t, we take as initial distribution the lcth diagonal phase-space eigen
function corresponding to the unperturbed Hamiltonian s<0>: F0(p0 , %) = fk~(po, qo)· 
The transformed distribution after an interval tis then from (1·9) and (1·3) 

FoGl(p, q; t) = JJK(p, q I Po• qo; t)f~~0>(po, qo)dpodqo = "'Z af a1JJ~_l(p, q). (l·l 3) 
Z,n 

The transition probability from state le to state n is then given exactly byt 

Pkn(t) = a~(t)an(t) =hf f Fl1c)(p,q; t)f~~(p,q)dpdq. (1·14) 

t Cf., in this connexion, Coulson and Rushbrooke(7). . 1 t It may be shown that the transition probabilities obtained in this way are in fa.et identica. 
with those of ordinary quantum theory; the proof of this statement is given in Appendix 2. 
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In the particular case of deterministic systems the transformation function K must 
reduce to a product of delta-functions expressing the contact transformation of 
classical mechanics (this is verified in§ 2 for the harmonic oscillator). The distribution 
at t follows simply by substituting the classical solutions in the initial distribution: 
F<kl(P, q; t) = Jk°'1[Po(p, q, t), qo(P, q, t)]. 

2. PHASE-SPACE THEORY OF THE B:ARMONIC OSCILLATOR 

We now develop the phase-space theory of the one-dimensional oscillator of mass m, 
angular frequency w, coordinate Q and momentum P. In terms of the reduced variables 
q = (mw/n)i Q, p = (mwn)-t P, its Hamiltonian is 

H = t(P2/m+mw2Q2) = i(p2+q2)nw. (2·1) 

The energy eigenfunctions in p- and q-space are u,.(q), u,.(p), where 

un(q) = ( - 1 )" (2"'7Tin! )-lr e!a• (:qr (e-QZ) = (277rtn!)-l e-la' Hn(q), (2·2} 

un(P) = .yl(~7T) fi 11(q) e-i:pq dq. (2·3) 

The phase-space energy eigenfunctions are then, from (1·4),t 

fkii(JJ, q) = :7T J u~(q- tr) e-iTP u,.(q +tr) dr 

= ( - I)n+k (27T)-1 (2n+lc?Tn! k!)-!Je-iTP+Ha-!r)2+Wz+!r)2 (~)le (e-<rz1-!T)2) (~)n (e-<aa+M') dr 
oql 'Cqz 

= ( - I)n+k (27T)-1 (2n+k1Tnl lei)-~ (~)k (~)n ea•-q:-a:Je-ir1i-i;r'+r(a1-a2ldr 
oq1 oq2 

= ( - I)n+lc (21i+1c1T2n! le!)-! ev•+a• (~)le(~)" (e-2<'11-iP)(q,+ivl), (q1 = r12 = q), 
oq1 aq2 

or, on introducing the variables z = q + ip, z* = q - ip 

f1m(Z, z*) = ( -.Ji)n+lc (7T2n! k!)-! e""'* (;,;,Ir (fzf (e-2zz*). 

A mol'e convenient expression is obtained by substituting the variables 

w = 2zz* = 2(p2 + q2 ) = 4H /liw, e = tan-1 (p/q). 

(2·4) 

The phase-space eigenfunctions then break up into the products of an associated 
Laguerre function of w and a trigonometric function of () 

f1cn(w, O) clwd() = i(- I)k (le! n!)-!wt\lc-nJ elrw (a:r (w1~ e-w) dw (27T)-1 ei<k-nJO dO 

= f(- I)k (lc!/n!)!-w-Wc-n)e-lrw Lf.-k(w)dw (27T)-1 ei<k-n)O de. (2·5) 

The diagonal eigenfunctions are simple Laguerre functions 

f,.n(w, e) dwde = i( ~ ir (nt)-1eiw (
0
:r (wne-w) dwde/27r 

= i( - Ir e-tw L,.(w) dwd0/27'. (2·6) 

t An expression for these eigenfunctions has been found independently by Dr H. I. Groene
wold (2). 
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The determinism of the oscillator may be verified by calculating the phase-space 
transformation function over a finite interval of time t, on using equation ( l · 12). The 
wave transformation function over this interval is given by the well-known Mehler 
expansion for Hermite polynomials (3) 

ijf(q I qo; t) = 2:; un(qo) u!(q) e-i<n~)wt 
n 

= (27Ti sin wt)-! exp {i(2 sinwt)-1 [(q2 + qg) cos wt- 2qq0J}. (2·7) 

The phase-space transformation function is then 

K(p, q I Po, qo; t) 

= (47T2 sinwt)-1 J J exp [i{r0p 0-Tp + (sinwt)-1 [(Tq+r0%) coswt-r%-r0q]}] drdr0 

= ( 47T2 sinwt)-1 J J exp {i(sinwt)-1 [r(q cosliJt-p sin wt-%) 

+r0(% cosliJt+ p0 sillliJt- q)]} drdr0 

= sinliJt8(q cosliJt-p sinliJt- q0 ) 8(q0 cos111t + p0 sinliJt- q), (2·8) 

a product of delta functions expressing the contact transformation of classical mechanics 
for the oscillator. The expansion (l· 10) of]{ in terms of the phase-spaoe eigenfunctions 
gives the following interesting formula for the associated Laguerre functions 

(327T)-1 z (k!/n!) w;W•-n> 8-!1110£7;-1c(wo) w-Wc-n) 6-!wL)~-lc(w) ei(n-/c)(ll-00-c.it) 

k,n 

= 8(w-Wo)8(0-00 -wt+2m), (2·9) 

where the 8-functions are normalized over the ranges of wand fJ, r being an integer 
such that 0 ~ 80 +wt - 2m ~ 2rr. 

In Appendix 3, the above results are applied to derive the equilibrium phase-space 
distribution of members of a statistical assembly of oscillators. 

3. TRANSITION PROBABILITIES OF A PERTURBED OSCILLATOR 

We shall now apply the method outlined in § 1 to calculate the exact transition pro· 
babilities of a perturbed oscillator for a perturbing potential of the form V = q<f(t), 
where cff(t) is an arbitrary function of the time. On using equation (1·14), the transition 
probability from state k to state n is given in terms of the variables w = 2(p2 + q2

) and 
e = tan-1 (p/q) used in§ 2 by 

PTcn(t) = 87T J; J:" fkk(Wo, 80) f!n(w, 8) dw0df30, (3·l) 

where w0 , 80 are the initial values at t = 0, wand 8 those at time t obtained from the 
classical solution for the perturbed oscillator 

Hence 

where 

q = q0 coswt+p0 sinwt-w J: t!(r) sinw(t-r) dr, 

p = p0 coswt-q0 coswt-w J: lff(r) cosw(t-r) dr. 

w = w0 +2(Woa)tcos (80 -</>)+a., 

(-!a)tei<P = iw J:tfi'(r)eiturdr. 

(3·2) 
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It is easily seen that e = inwa; is the non-fluctuating part of the work done by the 
perturbing force, while <fa is the phase change of the oscillator. We now substitute these 
solutions in (3· l) and also introduce two auxiliary variables y, g which we shall equate 
to I after all the indicated integrations and differentiations have been carried out. This 
yields a closed expression for the transition probability 

fkn(t) = ( - I)k+nf oof 2ir eiewo+w) (~)k (W~ e-YWo) (~)n (wn e-gw) dWod0o 
k!n!27T o o oWo aw 

= (k~~?;:n (a~r c~odn ykgn J: J:" exp{Wo(l-y-g) 

+ (t- ;) [a;+ 2 (w0a)i cos (00 -qS)]}dw0 d00 

= ( ~~~~+n (a~ r (:sr y'cgne<i-E>~ J~ e-Wo<r+E-1> J0[2 (Woet)l(t- g)] dWo (y = s = 1), 

where 10(x) is the modified zero-order Bessel function of the first kind (J0(x) = J0(ix)). 
The integration is easily carried out, for example, by substituting for lo(x) its Taylor 
expansion and integrating term by term, whence 

P1cn(t) = ( ~~~cl+n (:?'r (:gr (?':kl: I exp [-ex (y;!)i~t)]) (y = s = I). (3·3) 

Carrying out the indicated differentiation on ylc, gn, one :finds that 

Plcn(t) = (- l)Tc+n v~O (~) b (a~r µ~O (;) ;, UsY(r+ ~-1 exp [-ex (r;:~~ ~t)]) 
(y = g = 1) 

With the use of the expression for the Laguerre polynomials generating function (3) 

1 [ rx ] co -
1
-exp --

1
- = 2: Ln(x)rn, 

-T -r n=O 

a 'probability generating function' (p.g.f.) may be calculated for the p 

G!r, fJ) = 2: Pim ()Tern 
1~. n. 

I ( (j o) ( r o) 
=( _l_+_r_)-(1_+_0) exp -1 +fJoy exp -1 +ros 

h+~- l exp (-ex (y;!);(:~i))} 
__ l_ex){-_:_ (1-r) (1-0)} 
- 1 - rB - I nw I - rO . 

(3·5) 

(3·6) 

The coefficient of ()Tc in the Taylor expansion of G(r, fJ) in powers of e only, will be the 
p.g.f. G1,(r) for transitions from the Jeth state; that of ()Tern. in the expansion in powers 
of both() and r will be P1cn(t). For n;?; k 

1 ( e )n-lc le k-µ( e )''+2v 
P (t) - -- - e-ef1iw ~ ~ -

Ten - (n-k)! nw µ=o/:o liw 

( 
(n-k)!(ri+v)!(-2)µ ) 

x µ!v!(n-lc+v)! (k-µ-v)! (n-k+µ+2v)! · (
3
·
7
) 
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Since, as is obvious from (3·3) or (3·4), the Pkn satisfy the principle of detailed balance, 
i.e. Pkn = Pnk• the probability of transitions to states n <le is simply obtained by inter
changing the indices n and Jo in the right-hand side of (3·7). 

The p.g.f. G0(T) and the probabilities Pon(t) for transitions from the ground state are 
simply those of a Poisson distribution 

Go(r) = e<•fnw)(T-ll, Pon(t) = ~! (n:r e-efnw, (3·8) 

These exact results may now be compared with the approximate ones obtained by 
the standard perturbation method. The Taylor expansion of the approximate expres
sion for the p.g.f. 

G(r 8)~-l-[1-!._(l-r)(l-fJ)] 
' 1 - re liw 1 - TO 

(3·9) 

gives approximate values for the 

e 
P1cn(t) = orc,n + hw [(le+ 1) 01c+i,n + lco1c-i, n - (2lc + 1) ok,n] (3· 10) 

correct to the first power in e, whose expression is identical with the first approximation 
of the perturbation method. Expression (3·7) shows that in general the probability of 
a 2nth-pole transition for small e is of the order of (e/liw)n, i.e. only dipole transitions 
have an appreciable probability. The perturbation method equates to l the exponential 
factor exp{-e/liw} in the exact expression (3·7). This procedure is justified only for 
small e; as the perturbation energy increases, however, multipole transitions become pro
gressively more probable. In order to find the most probable ones from the ground state, 
let us substitute the continuous variable x for n in (3·8) 

1) = 2- (~)x e-•/fiw 
O:z: X! riW ' 

dpo:z: = 2_ (_:__)x e-e/riw [log(;_)-~ (log x 1 )] . 
dx x! nw liw dx 

The most probable transition is therefore to the state n given by 

d 
dx (logx!)(x-n) = ifr(n),..,,log(e/nw), 

where the logarithmic derivative ifr(x) of the factorial function x! is an increasing 
function of x (Jahnke-Emde(4)). For large x, 1/f(x)~ Iogx, and hence nnw =En -Eo""' 6• 

Similar considerations apply to the general case: it will be seen from (3·7) that the most 
probable transitions are those from states k to states n such that ( n - k) nw = En - Ek""' 6• 

Hence the physically plausible result that for large perturbations the most probable 
transitions will be those for which the change in energy is approximately equal to the work 
done by the perturbing forces. 

APPENDIX 

(1) Free particle and particle under constant force 

The way in which the phase-space method may be used to solve wave-packet probleJ'.llS 
is easily exemplified in the deterministic cases of the free particle and the particle under 
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constant force. In both these cases, the Schrodinger equation is most easily solved in 
IJl.OIDentum space. We describe the particle at t = 0 by a Gaussian wave-packet 

¢0(p0) = (2?Ts5)-l exp [ - p~/4s~] (A. l · l) 

corresponding to the minimum uncertainty 0"0 s0 = ili on its position and momentum 
(cf. Kennard (5)), s0 and 0"0 being respectively the mean square deviations of p0 and q0 

and taking the origin at the mean of 'Po and %· The corresponding phase-space dis
tribution is by ( l · l) 

Fo(Jlo,%) = ;,,J¢t(Po-t/iT)eirq¢o(Po+iiir)dr 

(A. 1·2) 

The solution is then obtained simply by substituting in (A.1·2) the classical solutions 
for p and q in terms of p0, q0, t. In the case of the free particle, this gives for the dis
tribution at t 

F(p, q; t) = (7Tli)-1 ex.p [-:J;;(p/s0 ) 2 -t(q/cr0 -pt/m0'0 ) 2]. 

It is easily shown that this corresponds by (l·l) to the wave-function 

¢(p; t) = (27Ts~)-lexp [ -(p/2s0 ) 2 +ip2t/2mli], 

which is the solution of the Schrodinger equation 

P2 ¢=-~a¢ 
2m i at 

with ¢0(p0) as initial wave-function at t = 0 (cf. Darwin (6)). 

(A. 1·3) 

(A. l ·4) 

(A.1·5) 

Similarly, for the particle under constant force mg we find for the same initial dis-
tribution F0(p0, ~lo) 

F . ) l [ 1 {(1J - rngt)
2 (q - JJt/rn - tat2

)
2
}] (p, q, t =-,exp -- + · 

1Th 2 s0 cr0 

which again corresponds to the solution 

¢(21; t) = (27Tsfi)-i exp [-{(JJ ~;:otr+~(:~ _ g~t2 + mrt3)}] 
p2 "'+mgho¢ __ -~0¢ of the Schrodinger equation 'I' 
2m i op iot' 

(2) Eqiiivalence between the transition probabilities calculated by the 
plzase-space method and those of standard qiiantiim theory 

(A.1·6) 

(A.1·7) 

(A.1·8) 

It is convenient in the calculations that follow to introduce Dirac's notation: 
(s1 I q1

) for the coordinate eigenfunction corresponding to state Bv at time tv (s2 [ q2) 

for state s2 at t2 , (q1 I q2) for the wave transition function from q1 at t1 to q2 at t2, (s1 ! s2) 

for the transition matrix from s1 at ti to s2 at t2; the corresponding transition pro
bability in the standard theory is then I (s1 !s2)1 2• The transition probability P8189, 

calculated by the phase-space method, is from (1·13) and (1·14) 

P8,s, = J .. .f 1:;_a,(P2, q2) K(p2, q2 I 1J1, q1) fs1s,(P1• q1) dp2dq2dP1 dq1. (A. 2· l) 
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Substituting from expressions (1·4) for f 88(p,q) in terms of(s lq) and (1·12) for]{ in 
terms of (q1 I q2), we have 

Ps1sa = !2 J. · .J{f <s1 I q1 + tnr1) e-iTiPi(q1 -inr1 I s1)dr1 

x J J (q1 + tM1 I q2 + tM2) ei<01.1Ji-02P2> (q2 -iM2 I q1 -tM1) d81 d02 

x J<s2 I q2-tlir2)ei1"2P2(q2+tnr2 I s2)dr2}dp1 dq1dp2 dq2 

= J f <s1) x1) (x1 j x2) (x2 ) s2) dx1 dx2 x J f <s2) xD(x~ J x~) (x~) s1) dx~ dx~, 
where the change of variables x1 = q1 + tfir1, x~ = q1 -tliTv etc., has been rnade. Hence 

Ps1s2 = I (s1Is2)1 2
, (A. 2·2) 

i.e. the two expressions for the transition probabilities are formally equivalent. 

(3) Phase-space distribution of a member of a statistical assembly of oscillators 

The equilibrium distribution of the coordinates and momenta of one member of a 
statistical assembly of similar particles is expressed in I, p. 114, as a sum of diagonal 
phase-space energy eigenfunctions relative to the individual particles 

f(p, q) = 0 2:, nkfM(p, q), (A. 3· l) 
le 

where G is a normalizing constant and the iin = e-eufk'.1.' in the case of a Maxwell-Boltz
mann assembly. On substituting from (2·6) for an assembly of oscillators, this becomes 

j(w, 8) = ( 47T)-1 (1 _ e-liw/lc?.') 2:, ( _ 1 )n e-!11'-nnw/kT Ln(w) 
n 

= (47T)-1tanh (liw/2lcT) exp {-i[wtanh (liw/2lcT)]}, (A. 3·2) 

where the last line follows from (3·5). Transforming back from wand e top and q, we 
finally :find a Gaussian distribution for the coordinates and momenta of a member of 
an assembly of oscillators 

f(p,q) = (27T)-l(liw/E)exp{-i[(p2+q2)(1iw/E)]}, (A.3·3) 

where E is the mean energy 

E = :Jiliw coth (liw/2kT) = liw(efiw/lc!l' -1)-1 + ~nw. (A. 3·4) 

We may note that the mean-square deviation of the energy calculated from the 
above distribution is O"Ji = E 2 instead of the usual expression O"}i = E 2 -(tnw)2

• This 
follows from the fact that the phase-space theory of quantum mechanics yields different 
distributions according to the basic system of variables chosen (see I, p. 100 for a fuller 
discussion). If the energy is one of these variables, then it is quantized, with possible 
values ek = (lo+ t) nw, and its distribution is simply 

p(ek) = 2 sinh (nw/2kT) e-•1,flc'.I.', (A. 3·5) 

yielding the second value iTTv = E 2 -(inw)2 for the m.s. deviation of the energy. If 
p and q are chosen as the basic system, then the energy distribution becomes continuous, 
with a m.s. deviation of ( tliw )2 for each of the energy eigenfunctions, leading thus to 
the first value cr~ = E2. 
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SUMMARY 

The 'phase-space' method in quantum theory is used to derive exact expressions for 
the transition probabilities of a perturbed oscillator. Comparison with the approximate 
results obtained by perturbation methods shows that the latter must be multiplied 
by an exponential factor exp ( -e/nw), where e is the non-fluctuating part of the work 
done by the perturbing forces; as long as e is small, exp ( - efnw),..., I and only dipole 
transitions have an appreciable probability. As the :perturbation energy increases, 
however, this is no longer true, and multipole transitions become progressively more 
probable, the most probable ones being those for which the change in energy is app:roxi
Illately equal to the work done by the perturbing forces. 
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The formulation of non-relativistic quantum mechanics in terms of ensemble in phase space is 

established by clarifying the subsidiary conditions for the phase space ensemble to represent a pure 

state, and thereby the equivalent correspondence between this formulation and the alternative for
mulation in terms of quantum potential previously developed is exhibited. 

§ l. Introduction and summary 

The ordinary formulation of quantum mechanics, as established by the fusion of 

Heisenberg's matrix mechanics and Schrodinger's wave mechanics, is certainly the most 

fundamental and powerful one, having its own ' picture ' in a broad sense* essentially non

classical. Nevertheless we may consider another consistent formulation of quantum mechanics 

with its associated picture, for instance, path integral formulation by Feynman~). Generally 

such a new formulation and picture would reveal new aspects of physical and mathematical 

construction of quantum mechanics, and might serve to suggest new clues to future progress 

of quantum theory itself**, apart from its usefulness for practical applications to specified 

class of problems. 

From such viewpoint we have examined in detail a certain formulation of quantum 

mechanics in previous papers4l 5J (see § 5 (a) ) : The method is based on the transforma

tion of customary Schrodinger equation into simultaneous equations for the phase and amplitude 

of the wave function, which are found to be of the form of Hamilton-Jacobi-like equation 

or Euler's equation of motion for velocity potential, and the equation of continuity. 

According to this expression we have the representation of quantum mechanical motion in 

terms of an ensemble of trajectories in configuration space subject to some additional force 

(so-called 'quantum force'), or equivalently in terms of an irrotational flow of perfect 

fluid with peculiar internal stress ('quantum stress'). We shall call this method the 

method of the conjig-ztration space mscmb!c (abbreviated as cs. en.). 

Now the Schrodinger equation can be transformed into a form describable in classical 

*) Extending " the meaning of the word ' picture ' to include any way of looking at the fundamental 

laws which makes their self-consistency obvious ", according to Dirac~). 
**) In this paper, however, we shall not try any such suggestion, confined merely in the reformulation 

of the present quantum theory. 
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languages in still another way : That is, we can transform the Schrodinger equation into 

Liouville-like equation for a distribution function in phase space which is produced as a 

certain fourier transform of a bilinear form of the wave function, leading to the picture 

of certain Markoff-like process of an ensemble in phase space for quantum-mechanical motion. 

This method, which we will refer to as the method of the plzasc space c11scmb!c (ab

breviated as ps. en.) , was initiated by WignerRJ and later by MoyaP. The purpose of 

the present paper is to develop this method into a consistent formulation of quantum 

mechanics by establishing the subsidiary conditions for a ps. en. to represent a pure state, 
and also to prove thereby the equivalence of this formulation with the cs. en. formulation 

formerly mfotioned. 

In the phase space formulation the knowledge involved in the phase of the original 

wave function is reflected upon the momentum distribution in such a manner that the 

phase space distribution function (abbreviated as ps. df.) implies the representation of a 

state symmetrical in coordinates and momenta. But the manifold of the ps. df. covers 

wider possibilities than that of the original wave functions. Now, according to our prescrip

tion, a mixing of states corresponds to a sup~·rposition with positive coefficients of relevant 

distribution functions which as well satisfies the same Liouville-like equation, because the 

latter is linear in the df. Accordingly a ps. df. in general would be the representative 

of a mixed state, in so far as it satisfies certain ' positivity condition '. Thus in this 

formulation of quantum mechanics it is an essential problem to obtain the subsidiary 

conditions*) that a ps. df. should particularly correspond to a pure state. We explicitly 

obtain these conditions, which must be of some non-linear relations (§ 4). This is made 

tractable by first replacing the usual pure state condition for the density matrix ( 4.2) by 

local relations ( 4.4). Transforming the latter we acquire the pure state conditions on 

the ps. df., which consist of the condition of irrotationality of mean momentum field, ( 4.19), 

and the condition (4.6) which we call the 'quantum condition'. The latter will further 

be transformed into a series of relations between distribution moments in respect to momentum 

components of successively higher orders. 

Now, in virtue of these pure state conditions, we can prove the equivalence and cor

respondence between the cs. en. formulation and the ps. en. formulation (§ 5). For 

instance, the quantum potential in the fc:irmer may be looked upon as an apparent force 

appearing as a result of ' projecting' the ps. en. onto the configuration space. 

The cs. en. formulation and ps. en. formulation, though they are equivalent and 

transmutable to each other, are of very different characters. The effect of quantum fluc

tuations is represented with fluctuations of continuous trajectories5
) due to quantum potential 

in the former, while in the latter with Markoff-like transitions, the properties of which 

we shall examine in detail ( § 3). The ps. en. seems to be one step superior to the 

cs. en. in that it correctly yields quantum-mechanical expectation values as the mean values 

over the ensemble for wider class of dynamical quantities, yet it must be emphasized that 

*) MoyaFl unnoticed the presence of these conditions, while other authors have been unable to obtain 
their expression. 
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it cannot do so for all hermitian quantities and that we must in return allow of negative 
probabilttics (§ 2). 

The ps. en. formulation is formally consistent within its limited range of applicability 

and accompanied with the picture working along classical lines, but we cannot take the 

picture too realistically, just as in the case of the cs. en. formulation4l. Instead, these 

formulations provide concrete analyses as to t!te degree in whiclt the statistical properties 
o/' qttantum mechanics can be understood along any statistical sclteme based on some 
!tiddm variables. 

The ps. df. is a real quantity produced as a bilinear form of the wave function, 

as is needed for the representation in terms of it to have classical pictures, but that would 

just mean greater complications in mathematical treatments usually. It is well known that 

the method of ps. df. is useful for the treatment of quantum statistical mechanicsn)s). We 

shall, however, show how this method of ps. en. can effectively be applied to pure state 

problems for a few elementary examples (§ 6). 
In the last section we consider the positivity condition and also express the pure state 

condition in an alternative form. 

§ 2. Phase space distributions and mean values 

For simplicity, we shall confine ourselves to the simplest case of a single non-relativistic 

particle without spin throughout*. A quantum-mechanical mixed state can be specified 

by a density matrix~a) c_, or (xlplx')=p(x, x') in coordinate representation, which must 

satisfy the conditions to be 

hermitian: 

normalizable : 

and positive definite : 

p(x, x') =p*(x', x), 

Sp c_= ~'.'.'.,,p(x, x)dx= 1, 

Sp ((!_ -:i~) > O, 

for any hermitian operator A. 

(2·1) 

(2·2) 

(2·3)** 

Conversely, any function p(x, x') satisfying these conditions can be expanded in a form 

with 

p(x, x') = 'bw,.'fn(x)<f,. * (x'), 
n 

u1n>o, 'bzo,.=1, 
" 

} (2 ·4) 

where ¢,.(x) and w,. mean eigen-functions and eigen-values of [' respectively, which fact 

indicates that the p ( X, x') corresponds to a mixture of pure states of wave functions <Pn ( X) 
with respective weights Wn-

The density matrix l' gives the quantum-mechanical expectation value of any quantity 

*) The region of applicability of our formulation is rather limited. \Vhen a vector potential is acting, 

the Markoff-like picture to be stated in § 3 requires certain extension. 

**) In this paper we indicate an abstract operator by attaching an underline. 
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(2·5) 

Now, from (' we define, according to Wignerr.>, a function f(x, p) by the transfor

mation, 

f(x, P)= 1 re(x-JL, x+JL)ci1>yff;,dy, 
(2rrh) 3 J 2 2 

(2·6)* 

= (1l"7Z)-3J (pix') (x'lt'lx") (x"IP)<i(x' + x" -2x) dx' d.x", 

and will use the latter for the specification of the mixed state. The function can also be 

written in the reciprocal form : 

/(x, P) = 1 JP(P- q_' P+ _q2 .) c-·i<p:ffidq, 
(2mz) 3 2 

(2·7)* 

where p(p, p') is the momentum representation of the density matrix. Eqs. (2·6) and 

( 2 · 7) show that the function /( x, p) is the fourier transform of p (;c., x') or p (p, p') 
along its antidiagonal ; in other words, if we consider the density matrix to be a function 

of ' mean coordinate ' and ' relative coordinate ', as 

p(x, y) =e(x-y/2, x+y/2), 

f is the fourier transform of r in respect to the relative coordinate. 

The function f ( X, p) should be, corresponding to ( 2 · 1), 
/( X, p) =real, (though not necessarily positive), 

and satisfy, corresponding to (2 · 2), 

l/(::c, p)dxdp=l. 

(2·8) 

(2 ·9) 

We may thus imagine, corresponding to a mixed state, an 'ensemble' with the 'probability 

distribution' in jJ!tasc space, f(x, p), though we must then allow of negative probabili

ties. The function f ( X, p), which we call the phase space distribution: function (ps. df.), 

can be regarded as the rejJrcscntati'vt ef state .f}'71111ll'trica! in coordinate a!la' momclltl/1/l. 
From (2 · 6) or (2 · 7) we get 

( P(x)=l/(x, p)dp=(xl,olx), 

l Q(p) = ~f(x, p)dx= (p(p(p); 

(2·10) 

(2·11) 

that IS, our ps. df. /( X, p) leads to the positional distribution and momentum distribu-

*) In thi• paper integral usually means a definite integral over whole coordinate space or whole mo· 

mentum space. In such case we shall hereafter omit to note the boundaries ±:xi. 
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tion of quantum-mechanical particle correctly. Accordingly, we have further 

(4}1u =Sp(,~~(;~, p))=f A(x, p)f(x, p)dxdp, (2 · 12a) 

provided ~ (~, 1!) belongs to the quantities that separate as 

(2·12b) 

This means that our phase space ensemble (ps. en.) correctly gives the quantum-mechanical 

expectation values as the average values over the ensemble for any quantity of type ( 2 · 12b) f>J. 

However, for a more general function A ( X, p) involving cross terms of X and p 
there exist ambiguities in the definition of the corresponding quantum-mechanical function 

:i (~! :[!) of non-commutable operators~ and _I>, so that in such a case our ps. df. may 

give the mean value correctly only for a special quantity 4cwl (~ 1!_) among the quanti

ties 4_ ( ~ !! ) corresponding to the same c-number function A ( X, p). Such A<Wl ( ~· '!!) 

is the same with that defined by Weyl's9
) procedure, i.e., 

:iov> (~. I!)=\ a ( cr, -r) ci<a~+-<J') dcr dr, 

where a ( cr, r) ls the classical fourier coefficient of A ( X, p) : 

A(x, p)= f a(cr, r)ci:a.,.+cpl dcr d-r. 

The above mentioned validity of the relation, 

ls clear from another expression of the ps. df.: 

(2·13) 

(2. 14) 

(2·15) 

(2·16)7> 

Thus it may readily be found that the ps. df. does not give mean values correctly for 

quantities such as, e.g., the commutator [ _t\, x,J, the square of the energy !f 2 (except for 

the case of free particle), or the magnitude* of angular momentum p. In other words 

our ps. df. does not reflect quantum-mechanical probability distributions correctly for 

quantities such as !f or !i (a component of angular momentum), in contrast to the case 

of A1 (~) or A 2 (.p). 

By the way, our ps. df. can also be written as 

/(;x-;, P)=exp(fi/2i·f1v fl.,) g(x, p), (2·17) 

m terms of 

g(x, p) = (Pl,olx) (xlp). (2·18) 

Here the latter distribution function g(X, p), though not real, gives the mean values 

correctly for the 'well-ordered' functions10> of the form, A (x, p) =~a'"" xn pm. 
- - - n,1n - -

*) For the components of angular momentum, the ps. df. yields expectation values correctly. 
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Now we must consider the condition (2·3). Taking a function of X alone, or of 

p alone, ( 2 · 3) requires 

{ 

Sp(f _::ii (x)2)= JA1(x) 2P(x)dx ~ o, 
Sp(f~ :'!_2(1>) 2) = \Az(PfQ(p)dp > O. 

These relations hold for any real function A 1(x) or Alp), so that we must have 

P(x)?_ 0 and Q(p)?_ 0. (2·19) 

This is a necessary condition but not sufficient for ( 2 · 3) (see § 7). 

We could represent a general quantum-mechanical mixed state with a phase space 

ensemble, whose distribution function /(x, p) is not itself necessarily positive everywhere, 

though required to produce a positive configuration-space df. P(x) and positive momentum

space df. Q(p). Conversely, any ps. df./(x, p) satisfying (2·8), (2·9), and certain 

' positivity condition ' including ( 2 · 19), is a permissible one corresponding to a mixed 

state. The non-positive-definiteness of our general ps. df., which stems from the same 

prope1 ty of the ps. df. for pure states, discloses the physically unreal nature of our ps. en. 

It is a general characteristic of quantum-mechanical probability distributions for non-commut

ing quantities that they cannot be derived from a single statistical ensemble based on 
hidden variables, at least without admitting of negative probabilities. 

When we are given the configuration and momentum distribution functions P(x) 
and Q(p) independently, except for the normalization condition, 

JP(x)dx= \Q(p)dp=I, (2·20) 

we can construct many ps. dfs. which are compatible with those given P(x) and Q(p). 
Indeed the ps. df. 

./0 ((c,p) =P(x)Q(p) (2·21) 

ts clearly such one, and moreover any ps. df. 

f(x, p) =P(x)Q(p) +.fi(x,p) (2. 22) 

in which .fi IS an arbitrary function staisfying 

l.fi(x, p)dp= l.f1(x, p)dx=o, (2·23) 

also leads to the given P( X) and Q (p) . Such ps. df., ( 2 · 21) or ( 2 · 22), is a permissible 

one, corresponding generally to a mixed state, provided it satisfies the positivity condition. 

The ps. df. that factorizes as ( 2 · 21) is a particular one having no correlation at all 

between particle position and momentum *l. In this connection, it is further to be 

*) Such property cannot generally be conserved with the passage of time in classical as well as in 

quantum ps. en. In the former, however, this property persists in the special case of stationary canonical 

ensemble, while in the latter it is not so. This is due to the difference of the 'Liouville' equations for ps. 

dfs. in both cases (see § 3). 
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remarked that there can exist many distribution functions in phase space other thanf(x, p), 
which satisfy ( 2 · 8) and ( 2 · 9) and give expectation values correctly for any quantity of 

type (2 · 12b). Examples are 

and 
f~(x, p) =cos(n/2 ./JP /7,,) f(x, p), 

f~(x, P) =Re[g(x, p)]. 

We have considered the df. defined in X -p space, but it may also be possible to 

introduce a distribution as a function of another variables f and 7J• where ~ or '1)_ repre· 

sents each a complete set of commuting observables, in such a way that it correctly gives 

the quantum-mechanical probability distributions for quantities of type ~1 (€) and :J-2 (!J); 

this distribution*, however, differs from the original one, f ( X, p). In this sense the ps. 

en. has not the meaning invariant to such pairs of unitary transformations11
l (~, '12~~. ~). 

§ 3. Time development of the distribution 

(a) Equation of motion and the transition in momentum 

We shall now represent the temporal change of state in terms of ps. en. The equa

tion of motion for f!• 

in defdt=!fp_-c!f. (3·1) 

is written, m %-representation, as 

in ap/at= -n2/2m· (L1,,-L1_,,,) p+ (V(x) - V(x') )p. (3 ·2) 

smce we take hamiltonian, H=p2/2m+ V(x), corresponding to a particle in a scalar 

potential V(x). For the intermediary function 

p(x, y) =p(x-y/2, x+y/2) = \/(x, p)c-ii>Ylli dp, 

(3 · 2) is written as 

in a(i/at=1z2/m·flx fly 71+ { V(x-y/1)- V(x+y/2) }fl, 

which, by fourier transformation, leads to the equation of motion for our df.: 

with 

A[f]= \J(x, p-p')f(x,p') dp', 

J(x, p) =-2_ 1 
. f Vi(x+-Y._) sin PY dy n (zrrn) 3 J 2 1i 

*) It is given by 

J<~. 11) = (nn)-3 ) < 11 re ><el ii W'><~11l11>0W +~11 -2~)de d~". 

(3. 3) 

(3. 4) 

(3. 5) 

(3 ·6) 

(3. 7) 
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V(p) = - 1---:-J V( x) l 1
""

1
" dx. 

(znh)" 

(3 ·8) 

(3 ·9) 

The appearance of the fourier component, V( 2p) , may more easily be understood by star

ting from the momentum representation of (3·1), 

in- ap (p,p') = _1_ (P2 -p'') l' (v.p') 
at 2m 

+Jc V(p-p"){'(1>", p') -r1(p, v") V(p'' -p') )dp", 

and transforming it by use of (2 · 7). 

By expansion J may also be written as 

j(x, p)=2..;' S 
n. ni+n2;-n3=n 

(-c)<n-1)/2 anv ana(v) 

ll1 ! 112 ! ll:~ ! OX1n'OX2n20X3n3 ap1n'l3P2n2 ap,;"'' 
(3·10) 

where c=n2 
/ 4, and ~n' means the summation over positive odd integers. Using this form, 

the integral operator A 1s expressed as an infinite series of differential operatorsr.J 7>; 

J__-c) <n_-1)/2 
A[f]= 2-.;' S - --

n ni +n2+n3=n 111 ! 1t2 ! 113 ! 
(3·11) 

(3·12) 

with the understanding that /7'" in ( 3 · 12) operates on V( X) alone. Expressions ( 3 · 10) 
and (3·11) may be regarded as expansions in ascending powers of E, of which first terms 

are 

(3·13) 

If V(x) is a polynomial in or below second power, only the first terms (3·13) in the 

*) To next page : The circumstance that in case of potential quadratic (including below quadratic) in 
x, the ps. en. moves purely classically is closely connected with the fact that in this case, speaking with the 

language of matrix mechanics, the Hamilton's or Newton's erj1trltio11 '!f motion for q-number coordinates is !ti1e11r1'). 

Generally in quantum mechanics formally the same equation of motion as in classical theory holds for q-number 
quantities, but, if this equaticn of motion be linear, there does not appear any product o.f q-m1111b.·rs, the rule on 
which specifies the essential ditference of quantum mechanics from classical theory, and the1efore each matrix element 

changes like classical quantity. In this case the difference of quantum mechanics from classical theory can only 

presrnt itself in the defir.ition of the initial conditions which is repiesented by the commutation relation in 
matrix mechanics, and by the subsidiary conditions for pure state (to be stated in § 4) in our formulation. 

It is to be noted that the above case includes a generalized forcd 'oscillator' with the hamiltonian, lj=a(t).f_'+ 

/3Vi~+r(t)::· 
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series survive, and then ( 3 • 5) reduces to the form identical with the Liouville equation 

for the classical df. Therefore in such a case the time development of our ps. en. can 

be regarded as is produced by the process that each point of the ensemble moves along 

its purely classical continuous trajectory, in precisely the same manner as in the classical

statistical ensemble.* 

Such a picture, however, fails in general cases, where A[f J is an integral operator in 

momentum space. Yet, looking upon the second and higher order terms in the expansion 

( 3 · 11) as quantum-mechanical corrections, we call (3 · 5) ' quantum-mechanical Liou ville 

equation'. The formal interpretation of this equation leads to the following stochastic 
picture for the time development of the ensemble : The coordinate X of each particle of the 

epsemble changes continuously with the velocity p/m, while the value of its momentum 

jumps with a 'transition probability' .f (.f(x, p)dp meaning the probability with which the 

momentum jumps in unit time by an amount p---p+dp at point x). 
Now this stochastic picture has further following features : (i) .f is an odd function 

of p ; therefore it takes negative as well as positive values, and also 

!.f(x, p')dp'=O, (3. 14) 

that is, this transition probability is not normalizable, though ( 3 · 14) serves to ensure 

the distribution probability : 

-- f dx dp=O. df -
dt 

(3·15) 

(ii) The trans1t1on probability depends upon the amount of jump alone, irrespective of 

the value of momentum before or after the jump. (iii) The external field V(x) acts 

so as to induce indeterministic transitions in particle momentum, but the transition proba

bility J itself is perfectly determined by this potential. (iv) As is seen in (3 ·8) J(x, 
p) is of a form of a perfect sinusoidal wave in X-space with no damping in far away 

irrespective of the form of V(x). The amplitude of this wave i~ the fourier component** 

V(2p); while its wave-length is n/2p, so that for larger jumps of momentum the x
space oscillation of J is more rapid, having therefore less effects when we consider the 

space average over the ensemble. ( v) Since 

!Rf(x, r>)dp= -f7 v, (3 · 16) 

the rate of average change of momentum agrees with the classical value. In each individual 

case, however, particle fluctuates, performing jumps in momentum, which may well be far 

greater than the mean value, and may thus, for instance, penetrate a potential barrier. 

(vi) The various ' transition moments ' of momentum components are found to be 

**) The circumstance that the probablity of momentum trans1tton from jJo to J> is determined by 

V(Z(p-]>0)) in our stochastic picture is somewhat similar to the usual perturbation-theoretical result of quantum 

mechanics, where the probability of transition from the state of momentum }Jo to that of p is proportional to 

I V(i>-110)12. 
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11Zn1n2n3 = f P1 n'P2n2Pt' J( X, P) dp 

i"rV 

1
-( -c) cn-1i12 , 

= oxt'oxt2 ox.lna 
o, 

if n= 2.)t;=odd, 
i 

if n=even, 
(3·17) 

including (3·14) and (3·16) as special cases. On account of the odd character of J, 
transition moments of even orders vanish while those of odd orders survive, in contrast to 

the usual Brownian processes. In the latter, the transition moments in and above third 

orders are assumed to vanish, resulting in the differential equation of Fokker-Planck-Kramers13> 

type for the df.; the diffusion takes place in a manner essentially determined by the second 

order moment, the distribution always diffusing monotonously and irreversibly. On the 

other hand in our case the moments of third and higher odd orders give rise to a quite 

different type of 'diffusion'*>**>***>. The non-vanishing of third or higher order moments 

means that in our process the probability that the value of momentum changes by a 

finite amount in a small time interval cannot be regarded as small. 

We have thus obtained a stochastic picture of distinctive features for a quantum

mechanical change of state. Though this picture cannot be taken as a real one, for 

instance, on account of (i), it may be said to represent quantum fluctuations in a pic

turesque manner. 

(b) Transition probability for a finite time interval 

Our df. develops with time according to the linear integro-differential equation (3 ·5) 

which is of the first degree in t, and therefore, given the initial distribution /(X0, p 0, t0), 

later distributions will be uniquely determined. The time development off may thus be 

written in an integral form, 

(3. 18) 

where the kernel T(xptlx0 Po t 0 ) embodies the temporal development law of the distribu

tion independently of the initial condition, and implies the transition probability in phase

space for finite time interval, i.e., the distribution at t conditional in X 0 , Po at /0• 

Naturally this function is closely connected with the kernel (propagation function) 

for the time development of the wave function cjJ (x, t), which is written as 

(3 · 19) 

*) Cf. § 6 (a) and appendix A. 
**) Such a result corresponds to the circumstance that the wave function (the probability amplitude) 

satisfies a diffusion-type differential equation with imaginary time coefficient, and therefore, when we transform 

this equation to that for a real quantity interpretable as a probability distribttfion by an iteration procedure, 

the latter equation can no longer be of a diffusion type. 

***) In conventional Brownian processes, forthermore, there acts a frictional force which is proportional to 

particle velocity and makes it tend to the equilibrium distribution. In our process, however, such effects do 

not occur and it is impossible that any distribution should converge with the passage of time to some equilibrium 
distribution that would correspond to a stationary state [see § 6 (b) iii)]. 
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This kernel K(xtJ~Vo) is nothing but the transformation function which transforms the 

representation making ~,0 (particle position at t0) diagonal to the one making ~' (posi-

tion at t) diagonal, i.e., 

with X=X/, X 0 =X1
, 0 , 

numerically. 

Hence it satisfies, as is well known, the iteration law : 

and the unitarity condition ~ 

JK(xtJxot0 )K(x0t 0 lx't) d.~0 =a(x-x'), 
and so 

(3. 20) 

(3·21) 

(3. 22) 

(3·23) 

As K( xtlx0t0) also satisfies the Schrodinger equation, it can be determined by solving 

that equation under the initial condition ( 3 · 23). For a conservative system K may be 

written as 

(3·24) 

which 1s a function of t-t0 alone in respect to the time, and satisfies 

(3·25) 

Now, corresponding to (3•19), the kernel for the time development of the density 

matrix p(x, x', t) is given by 

(3·26) 

and accordingly the relation of our transformation function T with K is found to be 

T(xpt!x4>of0) =. 
1 f Ki(x- '!/, t \x0 - Yo ,t0) x 

(21r7i) 3J 2 2 

X K*(x+ ~ ,t\x0 + '!~o ,t0)cUfli)(py-J>oyo) dydy0 • (3·27) 

From the properties of K, (3.21)-(3.25), we can find the corresponding properties of 

T. First, T is real, satisfies the iteration law : 

T(x p t!x0 Po t0 ) = j T(x p tlx1 P 1 ti) T(x1 P1 tilXo Po to)dx1 dp11 

and the unitarity : 

J T(xp tlx0 Po t0) T(x0 p 0 t0 lx' p' t)dx0 dp0=a(x-x')iJ(p-p'), 

and so we also have 

T(xpt0\xoP0t0) =i3(x-x0)iJ(p-Po)· 

The T-function itself satisfies the quantum Liouville equation : 

aT(xp~~XoPo1o) +!;PT= jJ(x,p-p')T(xp' tlx0 p 0 to) dp', 

(3. 28) 

(3. 29) 

(3. 30) 

(3·31) 
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and we may determine T by solving (3·31) under the initial condition (3·30). For 

a co11servative system, T(x p ti;c0 'Po 10) depends on t-t0 alone in respect to the time, 

and is symmetric : 

(3. 32) 

and normalized : 

(3. 33) 

Eq. ( 3 · 28) with ( 3 · 30) and (3 · 33) shows that our stochastic process is a sort 

of Jf/Iarkojf process in phase-space with the transition probability 1: though we must allow 

of negative probabilities, since T as well as f is not necessarily positive. The law of 

composition (3 · 28) may be regarded as the integral equation (" Smoluchowski equation") 

for the transition probability function T, which may be reduced to the ' differential form' 

(3-31) with (3 · 10). The latter equation, however, is of a type quite different from 

the Fokker-Kramers-Kolmogoroff equation for usual Brownian processes, since, in our process, 

the differential coefficients of Vin and above third degree, in so far as they do not vanish, 

play the roles of higher transition moments for momentum components. 

Eq. (3.31) with (3.30) is written as 

T(xpt)Xo}Joto)=o(X-Xo) o(p-1Jo)-f' pfm·f"T 
) to 

+ t dt ) J(x, p-p1) T(xp1t I x 0p 0t 0)d1J1, 

which may be solved by iteration as a power series in t-to: 

with 

T1 (xp I Xo]Jo) = -
11 o(p-J>o)P' xO(X-Xo) +o(•V-Xo) !(x,p-·po). 
l!t -

(3.34) 

J>+JJo r -- ------p xO(X-Xo) J(x, p-J>o) +o(:C-·Xo) I J(X,]J-p1) J(X,JJ1 -po)dp'. 
Ill • 

When the potential V(x) is, in particular, a polynomial in or below s~cond power, T is the solution 
of the classical Liouville equation with the initial condition (3.30), and hence is given by 

T(x~pt I XoPo'o) =o(X-Xt (X0Poto))o(JJ-P1 (Xol>o'o)), (3.35) 

where (X 1 , JJ 1 ) is the solution of the classical Newtonian equation of motion. For example, for a free par· 

tide we have 

(3.36) 

which is quite different from the kernel for the usual diffusion, while the kernel for probability a_mplitude is, 
as is well known, of diffusion type with imaginary time coefficient : 

( m )''n (im (x-x )~) K(xt I x 0t 0) = --_----- exp ·· __ -----'-"--- . 
2rc1ii(t-t0) 21i t-t0 

(3.37) 

But the fourier transformation of (3.36), taking account of the relation (3.27), gives 
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r< y I ~ ) -c y l ~ ) A x- ---, t Xo---, to A* x+ - , t I x 0+· ----, t0 
•. 2 2 2 I 2 

( 
m )~ ( im (x-x0) (Y-?/o) ) 

=- _2rr;1(t-t~ exp -if ---/=-lo ___ ' (3.38) 

from which we can derive (3.37). 

§ 4. Subsidiary conditions for pure state 

(a) As was stated in § 2, generally a ps. df. /(x, p), m so far as it satisfies the 

pos1t1v1ty condition, corresponds to a mixed state, and the procedure of mixing of states 

corresponds to a superposition (with positive coefficients) of relevant distribution functions. 

Therefore, various relations thus far stated which are valid for any mixed states (including 

pure states as their special cases) must be linear ones (except for the positivity condi

tion). In fact, the expression of mean values ( 2 .12) , and the time development equation 

(3.5) or (3.18) are all linear in f Therefore the subsidiary condition that must be 

imposed upon a df. in order that the df. should in particular correspond to a pure state, 

must be some non-linear relation. It must be further of such character as to restrict the 

functional space of the df. which is one real function of six independent variables to 

that of two real functions of three independent variables, as a pure state corresponds to 

a complex function su(x) or ¢(p). 
Since our df. f correctly gives expectation values of dynamical quantities at least of 

type (2.12b) as the mean values over/, the df. for pure state must satisfy the 'uncer

tainty relatioq ' as the relation between the mean deviations of X and p : 

This relation, being non-linear in /, is a necessary condition for the correspondence of f 
to a pure state, but not a sufficient one. 

The condition that a mixed state should in particular fall into a pure state can be 

expressed, in terms of the density matrix, as (1_
2 == C• i.e., 

~,o(x, x'')p(x", x')dx"=p(x, x'). (4 ·2) 

Transforming this relation according to ( 2 · 6) we may immediately obtain the pure state 

condition for/, but then the result is not of a convenient form (see § 7)*; so we will prefer 

another way. 

Now, if (4·2) is satisfied, there exists a suitable complex function s'1(x) that makes 

p(x, x') written as 

p(;x:, x') =if;(x)s''* (x'), 

on account of ( 2 · 1), ( 2 · 2) , and ( 2 · 3) . 
'Wn=i'Jnno (with certain fixed 110), when 

( 4 · 3) be satisfied, we have clearly 

r1(x, 
It 1s because 

x') is put in 

(4. 3) 

( 4 · 2) with ( 2 · 3) reqmres 

But if the form ( 2 · 4) . 

*) But there the condition is expressed in a form symmetrical in x and p. 
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(4·4) 

(i, k=I, 2, 3) 

and conversely, if ( 4 · 4) be satisfied for every i and k, we get ( 4 · 3) by integrating ( 4 · 4) 

and by use of ( 2 · 1), ( 2 · 2). We can therefore adopt t/lf local relation ( 4 · 4), in 
place of the integral relation ( 4 · 2), as the pure state condition, under the premises 

( 2 · 1) , ( 2 · 2) , and ( 2 · 3) . 

Eq. ( 4 · 4) is of course compatible* with the equation of motion for p, which de

termines p(x, x', t) from its initial value p(x, x', t 0) uniquely, so it is sufficient to 

impose the pure state condition at a certain instant. 

Now we can get the pure state condition for the ps. df.f(x, p) satisfying the general 

conditions ( 2 · 8) , ( 2 · 9) by transforming ( 4 · 4) in to the rel a ti on as to f through ( 2 · 6) . 

For the intermediary function fi(x, y) of (3 ·3), (4·4) is written as 

(1 a a·-(1 a a)- - ---)p· -- -+- p 
'2 ax, ay, 2 axk ayk 

( 4. 5) 

which, by the fourier transformation, separates into the following real and imaginary part 

equations: 

(4·6) 

(4·7) 

where the notation such as /i*f 2 means the convolution with respect to p, i.e., 

/1(x, P) *f2(x, p)=~f;(x, p')f2(x, p-p')dp' 

= U1(X, p')fz(X, P")i3(p-p'-p11 )dp1dp11
• (4 ·8) 

We have thus obtained the subsidiary conditions for the correspondence to a pure state, 

which have following properties : 

(i) The condition consists of six relations ( 4 · 6) symmetrical in i and k and three real 

anti-symmetrical ones ( 4 · 7). Since f is a scalar, ( 4 · 6) is a tensor equation and ( 4 · 7) 

a vector equation, both covariant to coordinate transformations. 

(ii) They are ' kinematical ' relations independent of the dynamical characteristics of the 

system. Planck's constant which appeared in the time development equation (3 · 5) with 

(3·11) also enters the first condition (4·6), both in the form c=n2/4. Thus in our 

*) See the foot-note of appendix B. 
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formulation of quantum mechanics Planck's constant has to play such twifold roles. We 

may call ( 4 · 6) the 'quantum condition'** for the ps. en. formulation, and ( 4 · 7) the 

'irrotationality condition' (see below). 

(iii) The conditions are surely not linear in /, but are again integral equations quadratic 

in/. If we have two distributions / 1 and /Q satisfying both ( 4 · 6) and ( 4 · 7), the dis

tribution obtained by their superposition, (which corresponds to mixing of states), no 

longer satisfies these conditions, as it should not. 

We could adopt, in place of ( 4 · 4), the similar relation for f (p, p') : 

(4 ·9) 

which, by fourier transformation using (2 · 7), leads to relations : 

(4·10) 

(4·11) 

where the convolution is to be taken in respect to X in place of p. This set of relations 

is an alternative form of the pure state condition, being equivalent to the set ( 4 · 6) and 

(4. 7). 

(b) Our next task is to re-express the conditions ( 4 · 6) and ( 4 · 7) in another forms. 

For that purpose, first, we integrate ( 4 · 6) and ( 4 · 7) throughout over the p-space, which 

procedure we shall call the 'prqjcction of the relations onto the coordinate space ', and 

employ the factorization formula for the convolution : 

Then we get from ( 4 · 6) 

P,Pk-P·Pik =c(PaiakP-o;P·okP), 

and from ( 4 · 7) 

where P is what was given by ( 2 · 10), and 

{ 
P,(x) = \.PJ(x, p)dp, 

P;k (x)=\PiPkf(x, p)dp 

( 4 · 12) 

( 4. 13) 

( 4 · 14) 

(4·15) 

( 4 · 16) 

are distribution moments with respect to momentum components of first and second orders, 

**) It is to be noted that the " quantum condition " in the old quantum theory determines stationary 

(pure) states, while our 'quantum condition' selects pure states out of mixtures. 
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respectively. Further, by introducing the mean values of A and A flt,. at each space point, 

p.(x)=PJP, 

( 4 · 13) and ( 4 · 14) are simplified into 

f Ah-: Pi· p"= -c ifl.J3/o%,ox", 
curl p=O. 

(~= logP) 

( 4·17) 

( 4. 18) 

( 4 · 19) 

Eq. ( 4 · 18) means the relation that the dispersion tensor of momentum, AP"- ··Pt· pk, 
at a point X should be connected with the space derivative of the space density at the 

point*, while ( 4.19) implies the irrotationality of the mean momentum field p(x). 
Next, we multiply ( 4 · 6) by Pi and then again project the result onto the coordinate 

space to obtain 

P,i P"+P; Pj!, -P;P;k -P·P,jk 

=c{ (Pi ai a"P+P o, a"~) - (a; Pj ok P+ a" Pj. a1 P) }. ( 4. 20) 

By use of ( 4 · 18) and ( 4 · 19), this can be transformed into relations symmetrical** in 

i, j, and k: 

APjh- p;• Pi· 'A= -c{ (L;p. aj ok)~ + O; O; p" }, ( 4. 21) 
rye 

which are ten relations for the (symmetrical) moment tensor of the third order: 

Pij" (x) =P·Pdd"= ~p,pjpd(x, p)dp. (4·22) 

Continuing similar procedures on ( 4 · 18), we get in succession relations for successively 

higher moments. For instance, for the forth order moments we get 18 symmetrical rela

tions: 

A Pddz- f;fjPJ'z= -c (2.:jp, aj iY"Pz+ 2.:iAPj ch 01~) 
+s2(::S o, oj ~·ak al ~+o, ai a" a,~). (4·23)*** 

eye 

On the other hand similar operations on ( 4 · 7) lead to no new relations. We can 

now take, as the pure state condition, (4·6) and (4·19) in place of (4·6) and (4·7), 

or take ( 4 · 19) and all of the relations for successively higher moments : ( 4 · 18), ( 4 · 21) 

( 4 · 23),. ·-, which reduce every moment in and above second order to even order 

space derivatives of ~3 and p (i.e., the zeroth and first order moments). Thus the pure 

state conditions imply such restrictions to the df. that leave the zeroth moment free, 

restrict the first moments to being irrotational, and then uniquely determine the higher 

moments in terms of the zeroth and first moments. Thus we find that the functional 

*) It is to be noted that the mean deviation of momentum components j;,·~ -(f;) 2 at a space point is 
not necessarily positive for our ensemble whose df. f(x, p) is not necessarily positive, and is equal to 
-flf~/1Jx; 2 for pure states. 

**) a,a;f>k is symmetric by virtue of (4.19). 
***) In the right side of (4.23) the first summation contains 4 terms, the second summation 6 terms, 

and the third summation 3 terms. 
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space of the df. f(x, v) is indeed just limited to that of two real functions of x by 

means of our pure state conditions. 

In a similar fashion we may also transform the conditions ( 4 · 10) and ( 4 · ll), by 
use of the projection onto the momentum space. We then obtain the relations in which 

the roles of x and pin (4·18), (4·19), (4·21),-·· are just exchanged. For instance, 

in place of ( 4 · 18) and ( 4 · 19), we get 

{ 
where 

{ 

x,xk-.xi.zk=-E a~o;ap, ofJk, 

curlvX=O, 

(D=log Q) 

x.(p) =Q,/Q, 

xixk(P) = Qtk /Q, 

Q;(P) = \xJ dx, 

Qtk (p) = \x;.xkf dx. 

( 4. 24) 

(4·25) 

(4·26) 

Finally there is a problem more general than that of the pure state condition, i.e., 

to give a measure to ' the degree of mixture ' for an arbitrary distribution f ( x, p). It 

may be achieved by the introduction of entropy ~ defined by 

°' 
~=Sp(r log r) =~<-1r/n· Sp { (e2-r) <r-1r-'}. 

- - n=l - - - -

In terms of/, however, ~ should take a too complicated form. 

(c) In our formulation quantum-mechanical change of pure state is described by the 

quantum Liou ville equation ( 3 · 5) for the df. f ( X, p, t) and the subsidiary conditions 

( 4 · 6) and ( 4 · 19) which is compatible with (3.5). Naturally this description is equivalent 

to the usual one in terms of the wave function <fi(x, t) that obeys the Schrodinger 

equation: First, if the latter is given, we construct the df. f(x, p t) by use of p(x, x', 
t)=cfi(x, t)cfi(x', t)* and (2.6), then this df. clearly satisfies the quantum Liouville 

equation and the pure state conditions. Conversely, if a df. f(x, p, t) satisfying the 

quantum Liouville equation and the pure state condition is first given, we produce the 

corresponding p(x, x', t) by use of (3.3). Then this (' must be hermitian and satisfy 

( 4.4), and hence factorize as ( 4.3) i.e., 

p(x, x', t)=cfi(x, t)sb*(x', t). (4·27) 

This determines the wave function <Ji up to an arbitrary phase depending upon time only; 

that is <fi(x, t) can be written as 

¢(x, t) =<fi0 (x, t)c'ACtl, ( 4. 28) 

where A(t) is an arbitrary function. Furthermore, ¢0 (x, t) here can be taken to be the 

Schrodinger equation : 

K[<fi]=(n/i · o/.3t-7F/2m .j + V(x) )<fi=O, (4·29) 

because the above p must satisfy its equation of motion (3.2) and so ¢(x, t) in ( 4.27) 

satisfies 
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K[¢(x) ]¢* (x')-K *[¢* (x') ]¢(x) = o. 

Consequently we can uniquely determine the wave function if'(x, t) that corresponds to 

the given df. from (4.27) and the 'supplcml'lltarJ' condition' (4.29). 

§ 5. Equivalence between the formulation in terms of phase-space 

ensemble and that in terms of configuration space ensemble 

(a) We have established that a quantum-mechanical change of pure state is described by 
the ps. df. obeying quantum Liouville equation and certain subsidiary conditions, as well 

as by the wave function obeying the Schrodinger equation. On the other hand 

quantum-mechanieal motion can also be represented by certain trajectory ensemble in configura

tion space (cs. en.), as was analysed in our previous papers4>. Therefore, the representa

tion of quantum-mechanical motion for the case of pure state in terms of ps. en. must be 

equivalent to that in terms of the cs. en. We shall now examine this point in a direct 

manner, taking out the correspondence between both formulations. 

First we briefly recapitulate the method of the cs. en. for the case of a single particle 

under consideration. This method represents a quantum-mechanical state of wave function 

(R, S: real) (5 · l) 

with an ensemble which consists of a probability distribution of a particle in the density 

P(x) =R(x)2, 

the particle momentum p being uniquely correlated with its position X by 

p(x) =f7 S(x). 

Thus the momentum field satisfies 

curl p=O; 

and the ensemble has a particular plzasc-spacc distribution : 

fc(x, p) =R(xr·a(p-/7 S(x) ). 

The Schrodinger equation is written, in terms of R and S, as 

{ oS/ot+1/2m· (f7Sr+ V-(n2/2m)ilR/R=O, 

a(R2)/at+div(R2/7 S/m) =0, 

of which the latter gives the equation of continuity for the cs. en. : 

oP/ot+div(Pv)=O, (v=p/m) 

(5.2) 

(5·3) 

(5 ·4) 

(5. 5) 

(5·6) 

(5. 7) 

(5·8) 

while the former leads to the equation of motion for a particle of the ensemble : 

m dv/dt= -/7 (V + V'), (5·9) 
with 

V'=-n2/2m·'1R/R. (5·10) 
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Thus the temporal development of the ensemble can be regarded as is built up through 

the process in which each point of the ensemble moves along a continuous path with the 

momentum (5 · 3) at each instant, accelerated not only by the external potential V but 

also by the additional ' quantum potential ' ( 5 · 1 O) . In place of ( 5 · 9) we may also 

adopt the relation of momentum conservation : 

where <rik means the ' quantum stress', 

<r;k==n2/4m·P 82 (1og P)/8x,8xk. 

We could thus associate an ensemble of trajectories satisfying 

equation of motion (5.9), (or (5.11)), 

equation of continuity (5.8), 

subsidiary condition (5.4), 
} 

(5·11) 

(5 · 12) 

(A) 

with a wave function ¢(x, t) satisfying the Schrodinger equation, by means of (5.2) 
and (5.3). Conversely, any ensemble of trajectories that satisfies (A) corresponds to a 

quantum-mechanical change of state as follows: Given a solution of (A), P(x, t) and 

p(x, t), we can determine R and VS by (5.2) and (5.3), and so S(x, t) itself can 

also be determined up to an arbitrary function of time, A (t). But this arbitrariness is 

excluded by imposing on S the 'supplementary condition' that S should satisfy (5.6), 
which condition is clearly compatible with the equation of motion (5.9). Thus we 

uniquely get the wave function ¢ = Rc'8 /fi satisfying the Schrodinger equation*. 

(b) We shall now explicitly show the correspondence between our ps. en. representation 

and the cs. en. representation outlined just now in two steps. 

i) In the first place, given a phase space distribution f(x, p, t) corresponding to 

a change of pure state, the corresponding cs. en. can be produced by 'projecting' the ps. en. 

onto the coordinate space. This means that we introduce the cs. en. which consists of the 

density and momentum fields, P(x, t) and p(x, t), derived from the ps. df. f(x, p, t), 
by (2.10) and (4.17) with (4.15); in other words we eliminate the momentum dispersion 

at each space point X in the ps. en., adopting the average momentum and the total 

density at each point X. We can then show that the cs. en. obtained satisfies the condi· 

tion (A) and represents the same quantum-mechanical change of state. 

To show this, first we project the quantum Liouville equation (3.5) for f onto the 

coordinate space to obtain 

8P/8t+div(Pp/m)=0, (5·13)** 

*) Apart from a physically meaningless arbitrary additive constant in the phase. 
**} The stochastic transitions in momentum have no effect on the time change of the total space density, 

since they occur with positive as well as negative probabilities for various jumps and cancel! out in the sum. 
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which expresses the continuity equation (5.8) for the cs. en. (P, p) derived by projec

tion. 

Next we project the momentum conservation relation for the ps. en., 

a(pJ) +_!__2.:;p;pk af = r p;J(x, p-p')f (x, p')dp', 
at m k axk J (5·14) 

obtainable from ( 3 .5), and get 

a(Pp,) +_!__2.::_a_(p Ah)=-Pav. 
at m k axk ax, 

Here we take into account one of the pure state conditions (4.18) for the original phase 

space distribution, then the second term in (5 · 15) may be rewritten as 

This means that the contribution from the convection term in the ps. en. picture transforms 

to the convection term in the derived cs. en. picture plus the extra momentum flow such 

as is ascribable to the occurrence of the 'quantum stress' (5·12). Now (5·15) with 

( 5 · 16) is exactly the momentum conservation ( 5 · 11) for the derived cs. en. (P, p), 
and so we can also obtain the equation of motion ( 5 · 9). 

Furthermore another one of pure state conditions, ( 4 · 19), for the ps. en. immediately 

warrants the subsidiary condition (5 · 4) for the derived cs. en. (P, p). Thus we can 

conclude that the cs. en. produced from the original ps. en. by projection is in fact a possible 
one satisfying (A). 

ii) Conversely, if we are given a cs. en. specified with P(x) and p(x), satisfying 

(A), we can consider many a phase space distribution f ( X, p) which can yield that cs. 

en. (P, p) by projection. However, from P and p we determine successively quantities, 

p;pk, p.pipk, .. ., according to (4·18), (4·21),··-, and then we can determine a ps. df. 

f(x,p) uniquely, such that it takes those values, P, p;,pipk,APJPk> ··-,as its suc"tessively 

higher moments, since now every order moment is specified for the df. This ps. df. ** is 

the only one that yields (P, p) by projection and satisfies at the same time the pure 

state conditions. We can further show that this ps. df. fulfills the quantum Liouville 

equation. 

*) In this equation for the time change of mean momentum, the effects of the stochastic transitions in 

momentum induced by the external potential V are reduced tq the classical value -P8Vjf)xi· 
**) The explicit form of this df. can be written down as 

f(x,p,t)=c2:np~[r(x-;', 1)r(x+;. 1)J~!P '~[s(x-;'. 1)-s(x+;,1)+PY}Y• 
where S is a potential function for J}, i.e., J7 S=p. 
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In all above the equivalent correspondence between ps. en. and cs. en. has perfectly 

been verified. 

( c) In a previous paper5>, we inquired whether the quantum potential ( 5 .10) in the cs. 

en. formulation could be analysed into a mechanism like any Markoff process underlying. 

The problem is now explained more clearly : From the viewpoint of the ps. en. formula

tion, the quantum potential can be regarded as an apparent force appearing as the result 

of projecting on to the coordinate space the ps. en. that satisfies the pure state condition 

and changes according to a sort of Markoff process. We cannot, however, regard the latter 

picture as a literally real one any more than the picture of trajectory ensemble under 

quantum potential, on account of the inevitable appearance of negative probabilities. Further

more it is also to be noted that the ps. en. could not yield mean values correctly for 

certain quantities, and that the pure state condition was in a sense ad hoc. 

Notwithstanding, our formulation of quantum mechanics in terms of Markoff-like 

picture might further tempt the idea of some hidden mechanism of irregular external dis

turbances which vanish in the average yet make the particle momentum fluctuate, acting 

on particle irrespective of its momentum [see (ii) of§ 3 (a)]. But the features of stochastic 

transitions stated in § 3 (a) do not allow to construct any such model rcalistz'cally. 
Recently Weizel14

l attempted to derive the quantum potential from certain stochastic 

process based on some model. He proceeded in a considerably different fashion, but the 

nature of his method may also be illuminated from our viewpoint which may be more 

far-reaching than his method, standing upon the systematic formulation of quantum mechanics 

in terms of the ps. en. 

By the way, the mean kinetic energy of particle for the observer moving with the 

mean velocity in the ps. en. is E 1=1/2m · { p~ - (p )2}, which is not necessarily positive, 

and becomes E 1=-c/2m·Ll?.JS for a pure state due to (4·18). On the other hand the 

1 1 E 
mean pressure Pr in the corresponding cs. en. is4 l Pr= - - ::80-i, = - --- -PL.I~, and so 

3 i 3 1lt 

we have the relation Pr=2/3·PE1• 

This shows that the pressure in the cs. en. results from the momentum dispersion of 

the underlying ps. en. just in the same manner as the pressure of ideal gas results from 

the thermal motion of molecules. 

( d) We have explained that a cs. en. can be looked upon as the projection of a ps. en. 

for pure state. It is to be remarked that as a result of such contraction the cs. en. gets 

free from an unrealistic property of the ps. en., i.e., negative probabilities, but at the same 

time it partly loses the property of the ps. en. to give correctly the quantum-mechanical 

expectation values as the ensemble averages for most of usual quantities : The cs. en. 

defined with density and momentum fields, P( X) and f7 S ( X) , yields the mean values for 

a quantity :i, (~, :f!.) as 

(A)c= )A(x, f7 S)P(x)dx, 
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which agrees with ( 2 · l 2a) for quantities of zeroth or first order in p but not for those 

of second or higher orders4>. 
As for the ps. en., relations known to hold between quantum·mechanical expectation 

values of some physical quantities usually hold also with the understanding that the average 

over the ps. en. is to be taken, since it yields the expectation values correctly as the 

ensemble averages for most of usual physical quantities. An example is the ' uncertainty 

relation' stated in § 4 (a); another one is the' Ehrenfest's theorem': Integrating (5·15) 

throughout over the x-space we get 

which is valid for general mixed states. In the particular case of pure states, this relation 

may also be written, in terms of the quantities in the cs. en., as 

m--- xPdx=- Pp dx=- Pf' V dx. d" f d J J 
dt2 dt 

Still another example is the ' virial theorem ', 

and also the variational theorem, into which we do not enter here. 

§ 6. Applications of the ps. en. formulation to some elementary 

examples of pure state cases 

(a) Distributions without correlation and the diffusion of wave packets 

i) We shall ask whether there can exist any pure state distributions having no correla

tion at all between particle position and momentum. Such distribution must factorize as 

/(x, p) =P(x) Q(p), 

and therefore satisfies one of the pure state conditions ( 4 · 19) from the outset. 

must further satisfy ( 4 · 6), we obtain 

1
1-~~g p = -2-aik, 
axi axk 2 

(p;Q)ot (p"Q)-Q* (Pih.Q) = - (1/2) Eau, Q*Q. 

(a;k =aki =real const.) 

Eq. ( 6 · 2) yields 

which can be led, by a suitable orthogonal coordinate transformation, 

(6·1) 

Since it 

(6 ·2) 

(6·3) 

(6·4) 
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to the form 

P(x) =const. exp[ - ~a;(x/-a/)2], 
i 

where each a, should be positive so that P should be normalizable. 

Next*, re-expressing ( 6 · 3) in terms of the fourier transform for Q (P) , 

we get 

This is a equation similar to ( 6.2), and can be integrated into 

log x=-Eba,(~/-aD~+const., 
i 

(6·5) 

(6·6) 

(6·7) 

(6·8) 

where ~i's are the new components produced by the coordinate transformation (6.5) applied 

to 1);,' s. We have now 

Q(p) =const. exp[ - 2J (1/4Ea,) (p/-b/) 2
], 

i 

where p/ = L]c,kpk. Altogether, our distribution must be of the form 
k 

{ f(x, P) =const. 
0

exp[ - ~ {a,(x/-a/) 2 +/1,(p/-b/) 2
} ], 

a,/1,= 1/n·, 

(6·9) 

(6· lOa) 

(6 · lOb) 

namely it is Gaussian for each freedom of position and momentum components in a suitable 
coordinate system, with the relation ( 6.lOb). It has the minimum 'uncertainty product': 

The wave function corresponding to ( 6.10) can be obtained according to the proce

dure of §4 (c): First we derive 

(>(x, 11) = V(x, p)c-'1•v1" rlp=P(x)-x( -y/n) 

=const. exp [-L.]{a,(x/-a/)2+(1/4) a;y/2 +(i/n) b/y/}], 
i 

from which the density matrix is obtained as 

p(x, X 1)=const. exp ~[ -aif2 · { (x/-a/)2+ (xu' -a',) 2
} + (i/n) (b/ (x/-xit')], 

' 
so the wave function takes the { orm 

¢(x)=const. ex{-~<~; (x/-a/) 2 +i(~b/x//n+A(t)) J. (6·11) 

*) From here on it would be simpler to proceed as follows : The other form of the pure state condi· 

tion, (4.10), yields o~ log Q/oh o}k= -fJu.,/2 which is similar to (6.2), and the condition (4.18) further 

requires ( 6.lOb). 
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which 1s nothing but the general form of the ' minimum wave packet '. 

ii) Next we shall ask whether or not the form of the distribution (6.10) (i.e., the 

property of having no correlation) be conserved during the course of time. First, taking 

up the case of free particle*, we suppose that a distribution of type ( 6.10), 

/ 0 (x,p) =-
1

-- exp[-a(x-a)2-
1

• (p-b)2]. 
n1i ah· 

(6·12) 

(here considering one-dimensional case for simplicity) occurs at a time t = t0• In this case, 

as was stated in § 3 (a), each point in the ps. en. moves classically with its respective 

constant velocity, and the distribution at time t is given by 

/(x, p, t) =/0 (:r-p/m · (t-t0), p) 

=-
1
- exp[-a(x-a-1'_ (t-t0) )

2 -__!_;;-(p--b) 2J. 
n1i - m an· 

(6 · 13) 

But this is no longer of type ( 6.10), and indicates that the correlation grows with time. 

The phase space distribution (6.13) gives at once the space density in the well-known 

form 

'.) - -' - [ a ]J/] r_ a(:r--a)2 ] 
l(x)-~;dp-const. I+{\a1i/m)-.(t-to)}2 expl {l+(;~~j;~y.(t-to)}'.?' 

showing that the distribution in coordinate space diffuses with the passage of time. Thus 

the so-called " diffusion of wave-packet " in this case is, from our viewpoint, simply a 

result of the fact that each point of the ps. en. performs the purely classical motion with 

its respective momentum15
l. In other words the simple circumstance that the particles 

which move faster cover the greater distances brings about the spreading of the packet 

and at the same time introduces correlation. 

(h) Linear oscillator 

i) The hamiltonian 1s 

H(x, p) = 1/2 · (p2/m + tn<1/x2), 

and the quantum Liouville equation is identical with the classical one : 

aj/CJt+p/m·afjax-muh a_t/ap=O, 

of which the general solution is 

f=F(p2 + (11uux)2, -p sin wt+mwx cos wt). 

(6· 14) 

(6·15) 

Now in case of oscillator, if there can exist a pure-state distribution having no correlation 

during the course of tir,1e, such distribution must be of the form ( 6.12) and at the same 

time consistent with the form ( 6.15). This determines the parameters in ( 6.12) such 

that 

*) For the case of oscillator, see (b) i). 
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a=11utJ/n, a=a0 cos wt, b= -11utJa0 sin wt, (a0 : const.) (6·16) 

and so we must have the df. · of the form, 

f . ) 1 [ mw ( ')" 1 ( . ) "] (x, p, t =---exp --- x-a0 cos wt ------- p+a0mw sm wt - . 
~ n m~ 

(6·17) 

This distribution takes its maximum value at the point (x=a0 cos wt, P= -a011utJ sin w:) 
in phase space, decreasing around it in Gaussian manner. \Xfith the passage of time the 

distribution rotates, keeping its form r(1;-idly, along an ellipse around the origin of phase 

space with the angular frequency w. 

The corresponding wave function 16> is obtained by inserting ( 6 · 16) into ( 6 · 11) as 

cf;(x, t) =exp[- mw (x-a0 cos <tJt) 2 -_!__ 1nw:rn0 sin <tJt+iA(t)]. (6·18) 
2-n -n 

Its phase, S=-mw/Ji·Xa0 sin wt+A(t), involves a yet undetermined part A(t), which 

is determined, by the 'supplementary condition' (5.6) for 5, as 

A( ) 1 mw " . 1 
.1I t =- --a0- sm 2w!--<tJt. 

4 -n 2 
(6·19) 

ii) As previously stated, for quadratic potential such as in case of oscillator, the ps. en. 

develops classically. On the other hand, in such potential, also in the cs. en. formulation, 

we have particular solutions4> which consist of purely classical trajectories, with quantum 

potential vanishing, and are determined by the following equations : 

l 
S+l/2m· wsr+ V=O, 

f7 (JS) =O, 

P(t) =const·exp [ - (1/m) }1JS dt]. 
Now, such a cs .. en. corresponds to a ps. en. with the df. 

(6·20) 

(6·21) 

(6 ·22) 

f(x, p, t)= 1 .P(t) fexp _i [s(x-- 1J, t)-s(x+ 11 , t)+vY]dy, (6·23) 
(2rrn) 3 J 1i 2 2 

which can be simplified in one-dimensional case as 

f(x, p, t) =P(t) .J(p-as;a:c), (6. 24) 

because from (6.21) we have S(x-y/2)-S(x+J1/2)=-y as/ax. The expression 

( 6 · 24) (together with ( 5 · 5)) shows that for such particular quantum-mechanical motion 

the ps. en. and the cs. en. become identical with each other. 

by4) 
In the case of oscillator, a solution satisfying (6.20), (6.21), and (6.22) is given 

{ 

P=const/sinwr, 

S= (m<tJ/2sin wr) { (.x~+:r0~)cos <•Jr-2Xx0 }, 

(r=t-t0 ) (6·25a) 

(6·25b) 
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and so by ( 6.24) the corresponding df. becomes 

/(x, p) =f,,(x, p) =const. t(p sin on:-mw(xi:os o>r·-x0 )). (6 ·26) * 

This expresses an ensemble of trajectories flowing out X 0 at t0 with al!JI velocity. The 

corresponding wave function P 112 
ciSffi is nothing but the propagation kernel K(xtlx0t0). 

It is to be noted that the 'transition probability' of § 3 (b) is a different thing from the 

above df., and is given by (3.35) in this case, implying the distribution at t when a 

particle starts from x 0 at t0 with a de.finite momentum Po· 

iii) We call a time-independent solution of ( 3.5) a stationary distribution, 
where the deviation of the distribution to be caused by the momentum transition 

with the transition probability .f (x, p' - p) is exactly compensated with the effect of the 

translation of particles. 

A quantum-mechanical mergy eigm-state corresponds to a stationary distribution such as 
satisfies the pure state conditions in our phase space formulation. It is, however, 

to be remarked that such distribution is not suited to be called " energy eigenstate " m 

our picture. Generally quantum-mechanical eigenstates for H or ~ cannot be specified as 

the ps. ensembles satisfying pure state conditions and having no dispersion in respect to 

respective quantities (cf. § 2). We shall next see this point for the case of oscillator. 

As is well-known the stationary state wave functions for the oscillator are 

K= (mw/n) 112 

from which we can obtain the corresponding ps. dfs. as 

_f,,(x, p, t) = (-l)n e-2HCr, p)/li•• Ln(4H(x, p)/no1). 
rrh 

(6·27) 

(6·28)** 

Each of these distributions has a constant density on an energy surface, as it should for 

a stationary distribution in case of any quadratic potential, and takes negative as well as 

positive values, giving the quantum-mechanical expectation value of energy correctly as 

<H)I,. = \H(x, p)/n(:r, p)dx dp= (n+ 1/2)Jiw=En= (H)n· 

However, it cannot give the expectation value correctly for any power of energy, H"(v"?.2), 

because /n distributes over an area in phase space. 

The ps. distribution that yields the probability distribution correctly for H is clearly the 

*) In this case the wave function and therefore the ps. df. are not normalizable; the const. in (6.22) 

;md (6.26) are in reality infinitesimal. 

**) L,,(() is a Laguerre polynomial defined by L,,(c;) = .J.i=_!l":(n )(k. These distribution functions 
k~O k! k 

(-l)nrr'1 f,,(.x,p) (n=O, 1,z ... ) constitute a complete orthonormal set as functions of (4/'1w) 1.f(.x,!) in 
the domain (O, oc). 
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one which concentrates on the ellipse, H(z, p) = (ll + 1/2) fl(I), in phase space, i.e., 

fn'(z, p) oca(H(x, p)-(n+I/2)na>). 

Such distribution cannot, however, correspond to any state, as is understood, from the fact 

that it does not satisfy the Wigner's condition ( 7 · 1). 

§ 7. Remarks on the Wigner's condition and alternative 
forms of the pure state condition 

(a) E.P. Wigner pointed out* that following two important conditions are further 

necessary, besides the conditions (2·9) and (2·19), for a ps. df. /(x, p) to be a 

permissible one corresponding generally to a mixed state. They are 

l/(x, p)j<(2/h) 3
, 

h3 \f(x, p)2dx dp S::: 1. 

(7·1) 

(7·2) 

The condition (7·1) which is derivable by applying Schwarz inequality to (2.6) with 

(2.4) indicates that a possible df. should extend at least over a phase volume (!t/2 ) 3
, 

expressing in a certain degree the uncertainty principle for the general case of a mixed 

state. The left side of (7 · 2), being 

(7·3) 

(where Wn is the quantity defined by (2.4)), becomes unity for a pure state and 1s 

smaller for a general mixed state. This quantity may be taken as giving a measure to 

the degree of mixing, though it is different from entropy defined in § 4 (b). 

The Wigner's conditions (7.1) and (7.2) must be regarded, together with (2.19) 
as a part of the ' positivity condition ' stated in § 2, which means the condition to be 

imposed upon any possible ps. df. corresponding to (2.3). These conditions (2.19), (7.1), 
and (7.2) may not yet constitute the sufficient one, since the positivity condition means 

that every Wn be non-negative and so it would require infinitely many inequalities of a type 

such as (7.2). Indeed, the condition (7.2), which is expressible in terms of density 

matrix as 

Jp(x x')p(x' x) dx dx' S::: 1, 

1s merely a part of the condition 

jp(xx')p(x'x)dx' :S p(x x) =P(x). 

(7. 2') 

(7 ·4) 

The latter condition (7 · 4) is also a necessary one, and is expressed m the language of 
the ps. df. as 

23 \/(x' p)f(x' p')cos[2/n· (p'-p) (x'-x)]dp dp' dx' 

*) Comment on the author's work at Nagoya (Sep. 1953}. 
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S::: il(xp)dp=P(x). (7 ·5) 

The left side of (7 · 5) is non-negative, and therefore (7 .5) means a severer condition than 

the first relation of ( 2.19), and at the same time involves (7 · 2). Similarly the second 

relation of (2.19) can better be replaced by 

z:iil(xp')f(x' p')cos[2/n· (p'-p) (x'-x)]dx dx' dp' s; Q(p). (7·6) 

(b) Next we shall reconsider the pure state condition. Taking the equality sign in 

(7 · 2) we obtain 

llil(x,p)2 dx dp=l (7·2°) 

as a necessary condition for a ps. df. to correspond to a pure state. This condition has 

a different form from those obtained in § 4. Now we can show that ihe pure state condi

tion can also be expressed as a series of infinitely many relations each of which is of a 

type similar to (7 · 2 °), the series including (7 .2 °) itself as its first relation. For that 

purpose we start from the original form of _the pure state condition for density matrix, 

(4·2), in place of (4.4). Re-expressing (4.2) in terms of ps. df., we obtain 

23f I ( x'- 1; ,p )t( x' +;, p') exp ~ [2(p'-p)(x'-x)-(p+p')y]dx' dpdp' 

= J1cx,p) exp (-2 i/Ji-py)dp. (7. 7) 

This complicated relation involving two continuous parameters X and y can be split into 

a series of infinitely many simpler relations by the following two-step procedure. First, 

integrating (7 .7) over the whole X-space, we obtain 

!lf 1( x-; ,p )1( x+; ,p )exp (-2 ~PY )dx dp 

= J1cx,p)exp(-2~-PY )dx dp. 

Next we integrate ( 7 · 7) after multiplying x, on both sides to obtain 

1t
3
Jt(x-; ,p){ :i a~,l(x+; ,p)+( xi-~ )1(x+; ,p)} x 

x exp(-2+py)dx dp 

=JxJ(x,p)exp(-2~-py)dx dp. 

(7·8) 

(7 ·9) 

In similar fashion, we multiply (7.7) successively with X; X;, x, Xj xA:, ... , and then 

integrate the results over the whole x-space to get a series of relations involving 

}··differentiation of sllccessively higher orders. This series of relations, (7.8), (7.9), .. ·, 

may be regarded as equivalent with the original (7.7). 
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The second step is the Taylor expansions of (7.8), (7.9),.·· with respect toy. Then 

we get from ( 7. 8) the relations : 

(7.2°), 

(7. 10) 

(7 · ll) 

Similarly ( 7. 9) yields 

ll~xd2 dx dp= ~xd dx dp, (7. 12) 

ft3 C(-~?L of + 4,, X;jJkf2)dx dp =~C.r; Pk/ dx dp, J axk ap. "tz- ·tr J 
(7·13) 

We have thus found that the pure state condition can also be expressed with a set of in

finitely many relations, 

(7.2°), (7.10), (7.11),.··; (7.12), (7.13),···; ···, 

which are symmetrical in X and p and of different expressions from the previously obtained 

ones, 

(4.6), (4.19); or (4.19), (4.18), (4.21),···. 

But both forms should be equivalent with each other, which fact may be understood if 

we return to the expressions in p, though it may be difficult to show it directly.* 

( c) We could take either ( 4 .2) or ( 4 .4) as the pure state condition in terms of 

density matrix. We have, however, still another relation valid for a pure state, 

p(xx) p(x'x') = p(xx') p (x'x) = Jp(xx') J2, (7·14) 

though it is a necessary but not sufficient relation for the pure state condition. It can 

be shown that the relation (7.14) is derivable from (4.4) by the Taylor expansion of 

the former. It is also to be noted that the integration of ( 7 · 14) throughout over the 

whole x' -space yields 

p(xx) = ~p(xx') p(x'x)dx, (7. 15) 

which is also a special case of ( 4.2). 
Now we shall translate the relation (7.14) into the language of the ps. df. to obtain 

P(x-y/2) P(x+y/2) =I vex. p)e-•py/li dpJ 2
• (7·16) 

*) For this point, see also (c). 
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If we next expand (7.16) into the power series of y, (7.16) turns into a set of relations, 

with 

(n===~n,=2, 4, ...... ), 
i 

(7. 17) 

where the summation is to be taken for zero or integer values of each r,, Si, with r,+s; 
=ll; fi.xed. The lowest relation (n=2) of (7.17) is nothing but (4.13) (i.e.,(4.18)), 

and the next one involves the fourth order moment.* Thus we see that the relation (7.17) 

or (7.16) consists of just a !talf of the former relations (4.19), (4.18), (4.21), ... 

of the pure state condition corresponding to ( 4.4). 

The relation (7 .15) is expressed in terms of/ as (7.5) with equality sign, which 

can be split into a series of relations, (7.2°), (7.12), ... by the procedure of taking 

moments with respect to x. These relations, on one hand, naturally coincide with a part 

of relations obtained in (b), and, on the other, must be derivable from (7.17), since 

(7.15) was a result of (7.14). 

Our method is essentially the transcription of von Neumann's density matrix methodHa) 

through a particular fourier transformation of a specified representation of the latter which 

formulates quantum mechanics generally for mixture and characterizes a pure state by a 

subsidiary condition, thus leading to formulating quantum mechanics in a closed form in 

such a way that it is associated with the phase-space ensemble picture. 

Really the method was described for the case of single non-relativistic particle, but it 

would also be interesting to apply this method to the case of a many particle system. 
In conclusion the author would like to express his sincere thanks to Professor S. 

Sakata, Professor K. Husimi and Dr. S. Nakajima, and also to Professor E. P. Wigner, 
for kind interests and valuable discussions on this work. 

with 

*) For one-dimensional case it is 

FP4 -4P1 l\+3P12 = (n/4) '{PfJ~P-4fJP·fJ'P+ 3(fJJP)2}, 

F,.= !P'"/(xj) dj. 
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Appendix 

A. Examples of the momentum transition probability J(x, p), simple hut 

not reducible to f1 r J' p;; (p) 

i) For a linear rectangular potential barrier: V(x) =Vo for J.:i:J ~ a/2, and 0 for 

JxJ ?:': a/2; we have V(p) =1/rr· Vo sin (pa/2"/z)/p, and so 

J(x, p) = -2 Vo/dp-sin(pa/n) sin (2px/n). 

ii) For a periodic potential, V(x) =~V,.e"'n'", we have V(p) =~Vno(p+lik,.), and so 
n n 

J(x, p) = - 2~Im[~V,. c2•1>x!fi] ·O(p+-!--lik,.). 
"fz n · 2 

Therefore particle momentum can jump only by an amount of some ' resonanc~ value ' fik,./2. 
iii) For Coulomb potential V= -e2/r, we have V(p) = - (r /2n~"fi) I/p~, so we obtain 

J( ) - 2c2 sin(2px/1i) 
X, p - 7r2 h,2 p2 . 

In this case momentum cannot jump in the direction perpendicular to the force. 

B. Alternative procedure for obtaining the pure state conditions 
in the form of § 4(h) 

When our pure state condition for the density matrix, ( 4.4 ), 1s satisfied, we can 

derive from it the relations, 

D(n1 112u3)p·CJk'p-p·D(111 112 11,i)CJ:/p=O, 

by differentiation, or further, even more general form 

D(n1 n2 n3) p · D' (ui' 11/ n/) p- p · D(n1 n2 n3) D' (ni' 11/ 11/) p= 0, 

(B· I) 

(B·2) 

where D(111 n2 n3)=CJt1 CJt2 CJt", D'(n/11/n/)=CJ/"11 CJ 2'"
12 CJs'n'• with CJ,=CJ/CJx,, CJk'= 

CJ/CJx/~ 111 and n/ being non-negative integers*>. 

Now, if ( 4.4) holds for any values of X and x', we must have 

[D(111 n2113) (CJ, pCJk'('-pCJ, CJ/ r>)J.,._.,.,=O, (B·3) 

for ~ n1=0, I, 2, ... oo, 
l 

by the Taylor expansion of ( 4.4) on the diagonal. (B.3) can further by replaced by 

for ~ n1=1, 2, 3,. .. oo. 
l 

(B·4) 

*) It is to be noted that the compatibility of the pure state condition (4·4) with the equation of motion 

(3.2) for p can here be shown explicitly, as we can derive 

fJ/fJt (fJ;pfJl 1cp-fJ, fJk1 p) =O 

from (3.2) and (B.2). 
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We can thus replace the pure state condition ( 4.4) by a si:rics of rclatio;zs 011 t!te dia
gonal, (B.4). The lowest relation of (B.4) is 

(B· 5) 

and its complex conjugate 1s 

[ak ri a/ p-p ak o/ pJ,.=.,.,=o, (B·6) 

which is, however, identical with the relation (B.5) with i and k inter=hanged. Therefore 

the nine complex relations, (B.5), are not independent of each other but consist of six sym

metrized real equations, 

(B·7) 

and three anti-symmetrized real ones, 

i[(a; p 8/ p-8k p 8/ 10)-p(8, 8/ (1-8" 8/ p) ]x=x'=O. (B·8) 

The next relations of (B.4), 

[i.1;8jp 81c'p-p8;0J8/p]x=x'=O (B.9) 

are not independent among themselves, too, on account of (B.5). 
Now our next task is to represent the conditions (B.4) in terms of the distribution 

function. First we re-express (B.4) in terms of p(x, y) to obtain 

=[r· { 1r (-1- _g~-_i__)" 1 } (_I_ ~ +-~)r,J 
1=1,2,3 2 dXt dJlt 2 GXk 8yk 1 

y=O 
(B·lO) 

Here, using the relation 

[{n(~)~ 1 } 10] =(-i_),.,+,!!+r3I'r
1
r

2
r

3
(x), 

, ay1 y=o . -n 

with Pr1 i·2 r 3= I P/'1 /V2 ('3'3 /( X, p) tip, 

(B.10) is transformed into the relation: 

(B· 11)* 

which may further be separated into real and imaginary part equations. Thus we have 

obtained the pure state conditions in the form of relations between distribution moments 

233 



234 

The Formulation ef Qumztmn Mt'cha11ics Z!l terms ef Ensemble in P!tase Space 373 

of successively higher orders in respect to p. Especially we find that the lowest relations 

(B. 7) and (B. 8) transform, according to these procedures, just into (4.18) and (4.19), 

respectively, while the transforms of the next relation (B.9) become (4.21). 
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We postulate a formulation of quantum mechanics which is based solely on a quasi-probability function 
on the classical phase space. We then show that this formulation is equivalent to the standard formulation, 
and that the quasi-probability function is exactly analogous to the density matrix of Dirac and von Neumann. 
We investigate the theory of measurement in this formulation and derive the following remarkable results. 
As is well known, the correspondence between classical functions of both the position and conjugate mo
mentum and quantum mechanical operators is ambiguous because of noncommutativity. We show that 
the solution of this correspondence problem is completely equivalent to the solution of the eigenvalue 
problem. This result enables us to give a constructive method to compute eigenvalues and eigenfunctions. 

I. INTRODUCTION AND SUMMARY 

I T is well known that, as a general rule, for macro
scopic phenomena, classical mechanics furnishes 

quite a good description of nature. If we have a me
chanical system, it is described classically by a Hamil
tonian function H(qk,pk,t). Classical mechanics asserts 
that if we measure the system, we will find it with 
unit probability at a point, (qk(t),pk(t)), in phase space 
which moves in accordance with Hamilton's canonical 
equations, 

qk= {qk,H}, 1h= {pk,H}, 

where {A,B} is the classical Poisson bracket.1 

We find experimentally, however, that it is not 
possible to make the measurements necessary to 
establish the classical trajectory. The fundamental 
limitation is expressed by Heisenberg's uncertainty 
principle which states that it is impossible to ascertain 
the position of a system in phase space more accurately 
than to say that it is in a volume of the order of hn, 
where n is the number of degrees of freedom and h is 
Planck's constant. The uncertainty principle shows us 

• Submitted in partial fulfillment of the requirement for the 
Ph.D. degree, University of California, Berkeley, California. 

t Now at Los Alamos Scientific Laboratory, Los Alamos, New 
Mexico. 

1 H. Goldstein, Classical M e(;hanics (Addison-Wesley Publishing 
Company, Inc., Cambridge, 1953). 

the need for a different representation than the classical, 
moving phase-point. 

For the case of quantum-mechanical systems in 
which all observables may be expressed as functions of 
the coordinates and their canonical momenta (qk,pk), 
we may represent the system by a quasi-probability 
(not everywhere necessarily non-negative) distribution 
in phase space, instead of the more usual Heisenberg 
or Schrodinger representations. We shall see that the 
impossibility of simultaneously measuring comple
mentary quantities (such as q and p) will be closely 
related to the occurrence of "negative probability." 
We show that the quasi-probability distributional 
representation is equivalent to the standard formula
tion. In our formulation, we replace the classical 
condition of a point representation with a corresponding 
quantum condition, and with the aid of the corre
spondence principle, are able to derive the dynamical 
law. 

By introducing the appropriate orthonormal set, we 
are able to show that the quasi-probability function 
which we use is isomorphic to the statistical operator 
of von Neumann.2 

2 J. von Neumann, Mathematical Foundations of Quantum 
Mechanics, translated by R. T. Beyer (Princeton University 
Press, Princeton, 1955). 
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As a result of our study of the quantum theory of 
measurement, we are able to develop a method for 
constructing the solution to any quantum mechanical 
eigenfunction problem. The problem of the corre
spondence between phase space functions and the 
powers of a given physical quantity is shown to be 
equivalent to the solution of the eigenfunction problem, 
and we give an explicit rule to determine this corre
spondence. 

II. QUASI-PROBABILITY DISTRIBUTIONAL FORMULA
TION OF QUANTUM MECHANICS 

This formulation of quantum mechanics is based on 
the following postulate: 

Postulate Q.-There exists a quasi-probability distri
bution function f(qk,pk,t) of the conjugate coordinates 
(qk,pk) and the time, t, satisfying the conditions 

f+oo · · • J+oo Jdq1 · • ·dqndpl • • ·dp,.=1, 

_,, -oo (normalization) (1) 
+oo +"' f · · · J I Jl 2dq1 · · ·dq,.dp1 · · ·dp,. exists, 

_,, _, (boundedness) (2) 

f=hn(j,J), (quantum), (3) 

af -1 
-=-[f,H], (dynamical), (4) 
at ii 

where H(q.,pk,t) is the classical Hamiltonian function, 
which completely defines the quantum mechanical 
state of the system. 

We have used the definitions 

Pi} 
<Tj 

f/j 

and 

q; P·} 
Tj <T: 

~; f/j 

We remark that one can show for properly restricted 
A and B, by applying a suitable form of Riemann's 
theorem on trigonometric integrals, and an integration 
by parts in the second case, that, in the limit as h 

goes to zero, 

(A,B)-+ A (qk,pk)B(qk,pk), 

1 .. (a A aB aA aB) 
-[A,B]-+ (A,B} = L -- - -- . 
ii ;-1 aq1 ap; ap; aq; 

The relation for the sine bracket converts condition 
(4) into Liouville's theorem and hence in the classical 
limit f changes in time like a classical statistical 
mechanical distribution would. The relation for the 
cosine bracket, together with condition (3), implies 
that f tends to a distribution on a set of measure zero 
in the classical limit. Thus, in the classical limit, this 
formulation reduces to a phase point executing a 
classical trajectory. 

It is now our purpose to show how the quasi-proba
bility distributional formulation is related to the density 
matrix formulation of von Neumann and Dirac. To do 
so, we first show that the distribution function may be 
written in the form given by Wigner.8 We then show, 
by introducing an appropriate orthonormal set, the 
one-to-one correspondence between the quasi-proba
bility distributional formulation and the density matrix 
formulation. 

It may be useful in following the derivations given 
herein to think of the quasi-probability distribution 
function as a particular representation of the more 
familiar density matrix, and the sine and cosine 
brackets as the commutator and one-half the anti
commutator brackets, respectively. We show that there 
is an isomorphism between the density matrix formu
lation and the quasi-probability distributional formu
lation. 

We now show that we may write 

where g depends on the state of the system. It follows 
from the definition that [A,B]= -[B,A]. Therefore, 
[f,f]=O. So, by condition (3) of postulate Q, 

or 

iznf +oo f +» { 2i n f =-;; · · · exp -;: ~[p;(T;-~;)-u;(q;-~;) 
h -00 -00 ,. 1-1 

Xd~,.df/1 • · .d.,,,.dn · · ·dr,.du1 · · ·du,., 

• E. Wigner, Phys. Rev. 40, 749 (1932). 
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Let us make a change of variables of integration: 

r1-~1=Y1i r,+~1=w,+q;, Jacobian=(!)". 

Then 

(
2 ) "f +«> f +«> { 2i " f = - · · · exp -;: L:[p,y;-fcr;(q;+y; 
n ~ _00 ,, 1-1 

-w;)+!'l;(q;-y;-w;)]} J((wk+Yk+qk)/2, uk) 

Xf((wk+qk-yk)/2, 'l'/k)dw1 · · ·dw,.dy1 · · · 

If we take the Fourier transform of the above relation 
with respect to (pk),then, defining the auxiliary function 

we obtain, by Fourier's integral theorem,4 

+«> +«> 

= J · · · J G(qk+sk, wk)G(wk, qk-sk)dw1 · · ·dw,.. 
......., ......., 

If we think of G(qk+sk, wk) as the kernel of a homo
geneous, linear integral equation, we see that it has at 
least one solution, i.e., G(wk, qk-sk) and its eigenvalue 
is unity. By a slight modification of the arguments of 
Courant and Hilbert, 6 we know 

where the >., are the eigenvalues. But, by the relation 
we derived above, the integral becomes 

as G(x,y) =G*(y,x), which is, by definition, equal to 

by the normalization of f. Hence 

"' 1 
1~1+r:-. •-2 \x,12 

• E. C. Titchmarch, Introduction to the Theory of Fourier 
Integrals (Clarendon Press, Oxford, 1937), Chap. III. 

• R. Courant and D. Hilbert, Methods of Mathematical Physics 
(Interscience Publishers, Inc., New York, 1953), Chap. III, Sec. 4. 

Therefore, there is only one eigenvalue, 1, and by the 
above-mentioned arguments of Courant and Hilbert, 
we see that G(x,y) is a degenerate kernel, and so must 
be of the form 

G(x,y) = g*(x)g(y), 
which is (3'). 

If we take the inverse Fourier transform of (3') on 
(s.) and identify g with the wave function,!/;, we obtain 
the Wigner form for f. Hence 

It is this form which Wigner chose "from all possible 
expressions, because it seems to be the simplest," 
although he knew only that it gave the correct marginal 
distributions. Moyal6 has shown that it also gives the 
correct joint distribution if we make the "Wey! corre
spondence"7 (see also, Sec. III below) between operators 
and phase-space functions. Moya! investigates the 
quasi-probability distribution function from the point 
of view of modern statistical theory and the theory of 
general stochastic processes. Groenwold8 and Taka
bayasi9 have also investigated this form and some 
equivalent forms of the quasi-probability distribution 
function. 

We remark that, if we integrate first on p and then 
on q that the normalization of J insures that !/; must be 
square-integrable, and hence belong to a Hilbert space. 

III. RELATION BETWEEN THE QUASI-PROBABILITY 
DISTRIBUTION AND THE STATISTICAL 

OPERATOR OF VON NEUMANN• 

Following von Neumann, we introduce an ensemble 
of systems each of which is in a "pure state," and each 
state has a certain frequency of occurrence in the 
ensemble. The quasi-probability distribution function 
for the ensemble need not satisfy condition (3) of 
postulate Q, but rather it is a sum of functions which 
do. Hence f for the ensemble will be 

f =LP Wpfp(qk,pk). 

Let us introduce a complete orthonormal set of wave 
functions {f1(qk)}. From the form (3') of f, we know 
that to each jp, there corresponds a Y,,, which we may 
expand as 

iJ!.= :E1 a.;f;. 

It then follows at once that 

J= L: w.a.;*ap;f;;, 
p,(,; 

•J.E. Moya!, Proc. Cambridge Phil. Soc. 45, 99 (1949). 
7 H. Weyl, The Theory of Gro.,ps and Q1'anlum Mechanics, 

translated from the German by H. P. Robertson (Dover Puh\i. 
cations, New York, 1931), p. 274. 

• H. J. Groenwold, Physica 12, 405 (1946). 
'T. Takabayasi, Progr. Theoret. Phys. Japan 11, 341 (1954). 
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where we define 

The f ;; have certain orthogonality properties which 
we shall now note. These properties have been, in 
essence, derived by Moyal 6 for one degree of freedom, 
but their proof for n degrees is the same. They are as 
follows (variables of integration suppressed): 

(i) ff;;* f km= 0 if and only if 

(iii) The if;; are an orthonormal set if and only if the 
hn12 fii are 

(iv) f f•1=0;;, if the set {if;;} is orthonormal. 

(v) If and only if the set {if;;} is a complete ortho
normal set, 

L: f•;(qk,pk)fi/(q/,h') 
i..i 

n 

=h-n II o(qk-q/)o(pk-p/). 
k-1 

(vi) If{¢';} is a complete orthonormal sec, then hn12f;; 
is a complete orthonormal set in the Hilbert space of 
phase-space functions. This is to say that, not only do 
the f; 1 form a basis for the quasi-probability distribution 
functions, but they also span the entire Hilbert space 
(L2) of functions on phase space. 

If we now compute the matrix 

we obtain 
[L:, w,a,;*,a,;], 

which is just the matrix for von Neumann's statistical 
operator [ U,,]. The matrix corresponding to a quantity 
R(qk,pk) is seen to be 

as the expected value of R(qk,pk) is given correctly by 
von Neumann's rule: 

(R)=Trace(RU) 
for all U. For 

Tr(RU)=I: R;,,.U,,.; 
i,m 

X [I: w,a.,,. *a.;]dq1 · · ·dqndP1 · · ·dPn, 
p 

and as/;,,.*= f,,.;, this becomes 

X[ L: w,a,,,.*a.;f,,.;(qk,pk)] 
p,j,m 

Xdq1 .. ·dqndP1 .. ·dPn 

= f +00 

• • • J+oo R(qk,pk) f(qk,pk)dq1 · · · 
-oo -oo 

These results indicate that the quasi-probability 
distribution is directly analogous to von Neumann's 
statistical operator. Where he uses infinite matrices as 
the basis of his theory, we use functions of the real 
variables (qA:,h). It is worth noting that, using the 
above method to define a matrix for a function, the 
matrix for the cosine bracket, (A,B), is one-half the 
anti-commutator of the matrix for A and the matrix 
for B. Also the matrix for the sine bracket, [A,B], is 
simply the commutator divided by i of the matrix for 
A and the matrix for B. These results serve to establish 
an isomorphism between the space of functions of real 
variables and the space of infinite matrices. They may 
be verified by a straightforward formal calculation, which 
starts from the following rule for the result of R(q,,pk) 
acting on if. This rule follows at once from our definition 
of the matrix elements R;,,.. It is 

We note that this rule may also be derived from the 
correspondence suggested by WeyF by some fairly 
straightforward manipulations involving the use of 
Fourier's integral theorem. Let CP be the operator 
corresponding to p and ~be the operator corresponding 
to q. Let them satisfy the commutation relation 

CP~- ~CP= (h/i)e, 
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where 8 is the identity operator. If 

1 +oo +oo . 

R(~,p)=-f f exp{~(O'HrP) }r(O',r)dO'dr, 
h -oo -oo h 

then, according to Wey!, the correct operator is obtained 
by replacing ~ by ~and p by CP. In this derivation, 
use is made of an identity of Kermack and McCrea10 : 

{ i I (WT) (fr~) (iO'CP) exp "i(O'CP+r~) =exp 
2
h exp f; exp f; . 

Our quantum condition, (f,f) = hn f, becomes then, 
in matrix language, 

UU=U, 

which is just von Neumann's characterization of a 
"pure state." The physical interpretation in the two 
cases is similar. In matrix language, it characterizes a 
projection operator onto some state, while our condition 
may be thought of as characterizing sort of a smeared
out projection operator for a region of phase space. It 
represents a modification of the classical delta function 
which projects onto a phase-point. 

IV. QUANTUM DYNAMICS AND THE 
CORRESPONDENCE PRINCIPLE 

We show in this section that the dynamical equation 
of quantum mechanics can be derived from the quantum 
condition, with the aid of the Bohr correspondence 
principle. For this demonstration, it is convenient to 
define a dot product as 

+oo +oo 

A·B=f ···f A(qk,pk)B(qk,pk) 

-oo -oo Xdq1 .. ·dqndP1 .. ·dPn· 

It is easy to verify from the definitions that 

[A,B}C=A·[B,C], 

and to verify, by formal integration by parts and 
Fourier's integral theorem, that 

[A,B]= h{A,B}, 

if A is a polynomial, at most quadratic, where {A,B} 
is the classical Poisson bracket. 

The large-scale experimental validity of classical 
mechanics tells us that quantum theory must, in some 
sense, correspond closely to classical mechanics. We 
have altered the classical concept of a moving point in 
phase space to that of a quasi-probability distribution 
which changes in time. This distribution (see Sec. II) 
is imagined to be concentrated about the classical 
point, so that a crude measurement will be unable to 
differentiate between the two theories. To insure this 

10 W. 0. Kermack and W. H. McCrea, Proc. Edinburg Math. 
Soc. 2, 224 (1931). 

correspondence, we shall use the statement which 
actually seems to be given by experiments-on the 
average, Hamilton's canonical equations hold. It can 
be shown, say by using the Wigner form (3") of f and 
some of the properties given in the next section, and 
making an infinitesmal change Y,, that the most general 
infinitesmal change of which preserves the normaliza
tion and quantum conditions is given by 

af=[/,ag], 

where lig is arbitrary. Since by "the average of <ik" we 
mean the time rate of change of the expected value of 
qk, we have 

d Bf 
Average (qk) =-(qk · f)=qk ·-. 

dt at 
Also 

of=ot(af/at). 

We must have, by the correspondence principle, 

at{ qk · :~) = qk .[f,ogJ 

= -[qk,lig]. f 

=-h{qk,og}·f 

=ot{qk,H} -j. 

Thus we see, as the above equation must hold for all 
qk and pk, and for any possible f, we must (outside an 
arbitrary, additive constant, Vo) choose for og 

lig= -Hlit/h. 

Thus we obtain the dynamical equation 

af 1 
-=--[f,H], 
at fi 

which is given by condition (4) of postulate Q. It should 
be noted that this equation is the direct analog of 
Liouville's theorem of classical statistical mechanics. t 

We see, therefore, that in this formulation, the change 
in the formal structure from classical to quantum 
mechanics consists in replacing the equation f = (O+) f' 
by f = hn(j,J). (See Sec. II for limiting behavior of the 
cosine bracket as h--0.) The quasi-probability distri
butional formulation has the advantage that it does 
not depend on the two superfluous constants, the 
arbitrary phase factor and the additive constant in the 
classical potential energy which appears in the standard 
Schrodinger formulation. This lack of dependence on 
arbitrary, unobservable constants is not only an 
advantage, per se, but should be a grcac convenience in 
the treatment of the asymptotic behavior in scattering 
problems. Furthermore, our formulation provides a 
sort of intuitive picture of what the system is doing in 
phase space. 
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V. FORMAL PROPERTIES 

(I) One property of the quasi-probability distribution 
which is easy to demonstrate is that it is uniformly 
bounded (see also, Takabayasi9). In terms of the wave 
function Y,(qk), we have 

By the Schwartz inequality,4 we have 

I f(qk,pk) 1 2 ~ (2/h)
2n{ L:°' · · · f ~00 

\exp[~ Ei YkPk] 

Xf*(qk+Yk) rdy1 · · ·dyn} 

which. as f #*= 1, implies 

(II) A second property is the following one. Let us 
define 

1 N f+oof +oo [2i n ] Ji=- L exp -I: p;y; 
N k-t .. 00 _., h ;-1 

where the <!>k's are orthonormal. 
Let [a;k] be a unitary transformation and let us also 

define 
n 

X;(q;) = L a;k<f>k(q;), 
k-1 

and 

1 n f +oo f +00 [2i n ] Jn=- L: · · · exp - L: P;y; 
N •-1 _ 00 __., 'h ;=1 

XX;*(q;+y;)X;(q;-y;)dy1 · · ·dy., 

then Ji= fn. This means that if f represents an en
semble composed of equal numbers of systems in N 
orthogonal states, then we get the same f no matter in 
which way we make up the orthogonal states. To see 
this, we expand fn as 

1 f +oo +00 [2i n ] 
fu=- · · · f exp - L P;Y; 

N _., __., 'h 1-1 

N N 

XL L a;k*<f>k*(q;+y;)a;,,.<f>,,.(q;-y;)dy1· • ·dy,.. 
k,m 1-1 

Now, as [a,k] is unitary, 

N 

_E a,k*a,m=Okm· 
i-1 

Thus, by summing over m, it reduces to the definition 
of fr. 

(III) The third group of properties listed below 
follow by straightforward, but somewhat tedious, 
formal calculation directly from the definitions. They 
are, however, obvious from the analogy to the density 
matrix formulation with the dot product playing the 
role of the trace. 

[A,B}f=[f,AJB=[B,f}A=A{B,f], 

[A,B]= -[B,A], 

(A,B)= (B,A), 

(A,B) · f= (f,A) ·B, etc., 

[A,[B,CJJ+[C,[A,B]J+[B,[C,A]]=O, 
[A,(B,C)]= ([A,B],C)+([A,C],B). 

If f;; and fH are orthogonal to each other, then 

(f;;,f;1)=0, [fii,J;;]=O, and, of course, [f;;,f;;]=O. 

VI. MEASUREMENT 

We are now in a position to discuss the effect of 
measurement on a quantum-mechanical system. In the 
standard Schrodinger representation, the measurement 
of a quantity, R(qk,pk), leaves the system in a state 
described by a Y, which satisfies the eigenvalue equation, 

ffi.Y,=XY,, 

where ffi. is the operator corresponding to R(qk,pk). We 
know that this equation is equivalent11 to the extremal 
condition 

li((R))=O, 
or 

ll(R· f)=R·of=R-[f,og]=[R,j}og=O, 

where lig is an arbitrary variation. Because Ilg is arbi
trary, we must have 

[R,j]=O. 

This condition generates a sequence of quasi-probability 
distribution functions, fxx, indexed by X, where it is 
understood that several distinct f n may be given the 
same name by this naming process, and 

X=R· fxx· 

We shall say that the Uxx} form a "complete" set if 

l=h" I:x fxx·f 

(conservation of probability) for all quasi-probability 
distribution functions j. 

11 H. Jeffreys and B. S. Jeffreys, Methods of Mathematical 
Physics {Cambridge University Press, New York, 1950), Sec. 10.14. 



241 

2204 GEORGE A. BAKER, JR. 

The case of the degenerate fu. (more than one f with 
the same value of X) can be clarified as follows. We 
know from the standard quantum theory that the tP>. 
corresponding to different X are orthogonal and hence 
(Sec. III) the f >.>. are. Further the f>. corresponding to 
the same X can be made orthogonal by the Schmidt 
process. By property II of Sec. V, it does not matter 
in which way it is done, since :E>. />.>. involves equal 
weights to each f ••· Thus we must understand by the 
above "completeness" condition that all the fn are to 
be orthogonal to each other, pairwise. We may now 
formulate the following measurement postulate. 

Postulate M.-If we have an ensemble represented 
by a normalized, weighted sum 5' of quasi-probability 
distribution functions, then the measurement of a 
dynamical quantity, R(qk,pk), decomposes the ensemble 
into a set of subensembles indexed by the measured 
value of R(qk,pk). Each subensemble is represented by 
a quasi-probability distribution function f >.>., which 
satisfies the condition [R,Jx>.]=0, and in each sub
ensemble R(qk,pk) takes on precisely its measured value, 
>... In order for a measurement to be possible, all the 
conditions of this postulate must be enforceable for all 
possible 5'. 

Now by the results of Sec. III, we know that we can 
expand any quasi-probability distribution function, 
and hence any weighted, normalized sum of them in 
terms of a complete orthonormal set (hnf2j;,). Now if 
we assume R(qk,pk) measurable, the condition [R,Jx>.] 
=O must form a "complete" set, or we would not be 
able to decompose the whole ensemble. Each f n implies 
a corresponding f>., and hence we can construct a 
complete orthonormal system, (hnf2f>..), by the method 
of Sec. III. We note that this orthonormal system has 
the property that the f n are quasi-probability distri
bution functions, while the f>.., >.;;;<!11 are not. Let us 
expand 5' in terms of it. By Sec. III, it becomes 

5'= :E Wpapi..*ap,fx,(qk,pk). 
p,).,JI' 

If we make a measurement, by postulate M, the fi..., 
A;;;-!11, are destroyed. (This results in no loss of normal
ization as f fi..,= fix, by Sec. III, iv.) Hence a measure
ment of R(qk,pk) transforms 5' into 

5''= :E Wpap>.*ap>.fn(qk,pk). 
p,>. 

We may now compute the distribution of measured 
values of R(qk,pk) by means of the orthogonality rela
tions as 

F(R)-F(O)= :E' fn·5', 
o::;i..::;R 

where F(R) is the cumulative distribution of R. By 
:L;', we mean that if there is a contribution at either 
end point, we take only half of it. This is done to 
adapt the function F to Fourier analysis. 

However, we can proceed otherwise to obtain the 
cumulative distribution (and it is a true cumulative 
distribution for I: w, J a,x J 2:2: 0) and obtain an important 
result thereby. We first obtain the standard statistical 
characteristic function 

"' (µ,(5')) C(S)= I: (-iS/h)• - , 
•-0 11! 

whereµ, is the vth moment of R, given 5', computed 
from the above cumulative distribution. It can be 
shown that there exist functions R<•J (%Pk) (if Iµ, I < oo) 
such that 

µ,(5')=R<•J.g: 

for all 5'. According to Kendall,12 the cumulative 
distribution is then 

1 J+"' [1-exp(iRS/h)] 
F(R)-F(O)=- (S)dS. 

27r -oo iS 

Substituting for C(S) and equating these two expres
sions, we see, when the appropriate interchange of 
limit processes is permissible, that we must have, as ff 

is arbitrary by the relations of Sec. III (vi), 

1 J+oo [1-exp(iRS/h)] 
:E' fi..x(qk,pk) =-

os; i..s; R 2rhn _.., iS 

Thus we see that the f n must be constructed from the 
RM(qk,pk). Conversely, we must have 

RM (qk,pk) = hn L A' f i..i.. (%Pk) 
all X 

(Stieltjes integral), 

where we define 

Fi..(qk,pk)=hn L:' fpp(qk,pk). 
o::;,.::;i.. 

It can be shown by use of the relations of Sec. V, 
property III, that the R<•l (qk,pk) satisfy the equation 

R<•l · 5'= (R,R<..-1J) · 5' 

for all ff', as we would expect from the analog pointed 
out in Sec. III. As Moyal6 has shown, R<0J = 1, so that 
we may use the above relation to construct successively 
the R<•l. 

This result gives an explicit method of solving the 
eigenfunction problem for the measurement of R. We 
use the above equation to compute the RM and then 

•• M. G. Kendall, The Advanced Theory of Statistics (Charles 
Grifien and Company, Ltd., London, 1947), Chap. 4. 
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use them to compute the f>.~. We see that the problem where 
of which quantity corresponds to the 11th power of an 
observed quantity is equivalent to the eigenfunction 
~~- ~ 

VII. SIMULTANEOUS MEASUREMENT 

Two quantities R and S are clearly simultaneously 
measurable if and only if postulate M can be imposed 
for both at once. This means that 5' must be decom
posable into a set of subensembles represented by 
quasi-probability distribution functions f pp,•• indexed by 

where [R,JP., •• J=[S,J,., •• J=O, and Rand Stake on 
the precise values p and u, respectively. We must also 
have 

... 
for all 5'. We now have, as before, for the cumulative 
joint distribution 

F(R,S)-F(O,O)=hn I:' j,p, • .-5'. 
p,. 

05; p'.S R 
o::;.::;s 

An argument analogous to that given above (Sec. VI) 
shows the quantity (RMS<">) corresponding to the 
(v,µ)th moment of the above distribution is 

(RMS(µ)) =hn L p•~ J pp. •• (qk,pk) • 
all (p.-) 

We compute symbolically the cosine bracket 

(RM ,s<">) = h2n( L: p' f '" •• , L: "" f, .. •• ) 
all (p,•) all (p,•) 

where use has been made of the relations of Sec. V. 
By virtue of their nature as weighted sums of the same 
quasi-probability distribution functions, we see that 

[R,S]· 5'=0 

for all 5'. That is to say, if two quantities are simul
taneously measurable, their operators commute, a 
well-known result of the standard formulations. 

Let us define an Nth order cosine bracket as 

1 
(T1,T2, ··-,TN)=- L 

N ! all permutations 

X {T1,[T2,( ··-,TN)···]}. 

This is totally symmetric in the Tk. We see at once, 
from the work of this and the previous section, that the 
joint distribution of N simultaneously measurable 
quantities T1, · · ., TN must be 

F(T1, · · · ,TN)-F(O,· · · ,0) 
= [FT1(qk,pk),' · · ,FTN(qk,pk)} 5'1 

and the condition [T;,Tk} 5'=0 must hold for all j, k, 
and 5'. Then the expected value of any function 

G(T1,· ··,TN) 

is given by 

(G)= f · · ·f G(T1· · -,TN)dF(T1,· ·-,TN). 

entire range 
of then 

As we can form F(T1,. • .,TN)-F(O,. · .,o) in an 
unambiguous manner according to our above definition 
for any (Tk), whether they are simultaneously measur
able or not, we might wonder what its significance is, 
if any, for nonsimultaneously measurable quantities. 
Now for this case, von Neumann3 (Chap. IV, Sec. 2) 
has shown that F cannot be a true ·cumulative distri
bution function for all possible states of the system as 
this would lead to dispersion-free ensembles, which are 
impossible. We have exhibited an F which is a true 
distribution, if the (Tk) are simultaneously measurable. 
We see that the only way it can satisfy von Neumann's 
theorem .in the case of nonsimultaneously measurable 
variables is that it must imply "negative probabilities." 
Thus we arrive at the important physically meaningful 
conclusion that the F defined above is a true distribution 
function if and only if the (Tk) are simultaneously 
measurable. This is to say, when quantum mechanics 
predicts an impossible result like a "negative proba
bility," then the interpretation is that there is no 
physically realizable experiment to measure the joint 
distribution. It is worth noting that in the case Ti=q 
and T2= p, that 

d2[F(q,p)] 

dqdp 

1 
Re{i{l(q)cp*(p) exp(-ipq/ft)}, 

hn/2 

which is not the quasi-probability distribution function. 
Nor could it be expected to be, because of the basic 
impossibility of establishing an isomorphism between 
a commutative and a noncommutative linear algebra. 
As we have seen, it is necessary, to satisfy the measure
ment postulate, to have the operator of the "square" 
of a quantity be the square of the operator; thus, if 
the operators do not commute, we are forced into 
trying to establish the above-mentioned impossible 
correspondence, in order to try to make a definition 
which correctly gives the distribution for the simultane
ously measurable variables also give the quasi-proba
bility distribution for the conjugate variables p and q. 

We emphasize that these results are in accord with 
the fact that ii. dynamical quantity R(qk,pi.) which is a 
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function of noncommuting variables is a separate and 
distinct entity which should be denoted by a separate 
symbol, R. R(qk,pk) has the property that (R) 
=(R(qk,pk)) for any distribution; however, we do not 
expect 

but instead 
(R2) = (KJ(qk,pk)), 

(R2)= (R<2>(%Pk)}. 

In this formulation, we can correctly find the expected 
value of R by using R(qk,pk), but it is not possible, 
in general, to study a function G (R) in terms of 
G[R(qk,pk)]. As we have seen above, the solution of 
this correspondence problem in general is equivalent to 
the solution of the corresponding eigenvalue problem. 

APPENDIX. EXAMPLE OF THE QUASI-PROBABILITY 
DISTRIBUTION: THE HARMONIC OSCILLATOR 

It is a matter of straightforward calculation8•9 to 
show that for the one-dimensional harmonic oscillator, 
the energy eigen-quasi-probability-distribution-func
tions are: 

f ,.(H,O)dHdO= [(-1)"/(27rn!)]L,.(4H/hv) 
Xexp(-2H/hv)d(2H/hv)d0, 

where L,.(x) are the Laguerre polynomials,13 and we 
have made the algebraic change to the variables 

IJ=tan-1[p/(2Tmvq)], H= (p2/2m)+2T2mv2q2
• 

The dynamical equation satisfied by f, in this example, 
is the same as the classical equation. It is 

af af af 
-= - (p/m)-+4rmv2q-. 
at aq ap 

13 See, for example, P. M. Morse and H. Feshbach, Methods of 
Theoretical Physics (McGraw-Hill Book Company, Inc., New 
York, 1953), p. 784. 

It is also of interest to compute the generating 
function, 

., 
G(s) = L:(-is/h)•HM(q,p)/(v!). 

•-0 

By the relations we have obtained, this is also equal to 

G(s)=h I: exp(-is'>../'li)f>.x(q,p), 
all A 

which we may compute by means of the formula for 
the generating function for the Laguerre polynomials. 13 

Thus 
., 

G(s)=h I: exp[ -!is(2n+l)hv/h](2/hv) 
n-0 

X (- l)"(n!)-1L .. (4H/hv) exp( - 2H/ hv) 

=exp[ -(i/li)(2ll/w) tan(!sw)]/cos(~sw), 

where w= 211'v. 
We now obtain the various HC•1 from G(s) by the 

relation 

HM=(-~~)'c(s)J , 
i as ·-0 

and the eigenfunctions by the relation 

f
+oo 

f ,.= (21rh)-1 exp(iwsn)[l-exp(iws)](is)-1G(s)ds. 
_., 

We obtain by differentiation 

H<0J= 1, HC1l=H, HC2>=H2 - (!hv) 2, 

n<s>=H3-5(!hv)2H, etc., 

which agree with what we obtain by the direct appli
cation of the recursion relation. 
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AbBtract. A relationship between the Hamiltonian of a system and its distribution 
function in phase space is sought which will guarantee that the average energy is the 
weighted mean of the Hamiltonian over phase space. This relationship is shown to 
imply the existence of a wave function satisfying the Schrodinger equation, and 
dictates the possible forms of time-dependence of the distribution function. 

The re-formulation of established theory in terms of new principles and alternative 
hypotheses sometimes facilitates the solution of specific problems, but chiefly illumi
nates the structure of the theory. Such is the case with the development of quantum 
mechanics in terms of the distribution function in phase space. We shall develop an 
eigenvalue equation for the distribution function, which may be solved for the case of 
a particle in a harmonic ocillator potential, and which has the same solution as that 
given by previous authors on the basis of Wigner's original introduction of the phase 
space function in terms of wave functions (7). 

Baker (1) has shown that this wave-function expression may be deduced from certain 
results for the phase space function obtained by Moyal(5) and Takabayasi(6). How
ever, his postulated condition for a stationary (time-independent) distribution function 
is by no means intuitively obvious. We shall deduce his results and the time-dependence 
of the distribution function from the hypothesis that this function is determined by 
the Hamiltonian so that the average energy is automatically constant. For reasons of 
notational simplicity the discussion will be confined to a two-dimensional phase space. 

We postulate the existence of a bounded (i.e. square integrable) time-dependent 
distribution functionf(x,p, t) such that 

f :roJ:ro H(x,p)f(x,p,t)dxdp = E J:'°J:ro f(x,p,t)dxdp, (1) 

where E, the energy of the system, is time-independent provided H(x,p), the Hamil
tonian, is. We seek an integral equation for f such that ( 1) will be automatically true. 

Consider 

l(x,p,t) = : 2 J:ro .. J:ro exp~ [p('r-o-)+x(µ-.A)+a(cr.A-rµ)] 

x if>(a)H(r,A.)f(u,µ,t)drd.Ado-dµda, (2) 

where J: j>( a) da = 1 and h is a constant, to be identified later with Planck's constant. 
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f~"'J:.,., l(x,p,t)dxdp = f~"°J:"° H(x',p')f(x',p',t)dx' dp' 

= E J~"'J~<IJJ(x',p', t) dx' dp'. (3) 

We postulate that there are no intrinsically distinguished points in phase space; i.e. 
any local continuous mapping of x,p to x',p' should leave either all points or none 
fixed. These mappings are restricted to be pure translations by Brouwer's Translation 
Theorem (3). (I am indebted to Dr P.H. H. Fantham for this reference.) Thus we may 
have I(x,p, t) = Ef(x,p, t), (4) 
or more generally 

l(x,p,t) = Ef(x+a,p+b,t) (4a) 

as possible local relations between I and f. In other words the relationship is chosen 
to be translation invariant. We further require that if H =constant there is no 
restriction on/. This will be so if ¢(a) = 8(a- 1), and the more general form ofidentifica
tion (4a) is rejected. 

We shall now introduce the sine and cosine bracket notation of Baker and write 

[f(x,p),g(x,p)] = ~2 J:"' ... J~"' sin~ (p(r-<T) +x(µ-A.)+A.cr-rµ) 

xf(T, A.) g(µ, er) dT <fAdµdcr, 

(f(x,p},g(x,p)) = : 2 J:"' ... J:"' cos~ (p(T-cr) +x(µ-A.)+A.cr-Tµ) 

xj(T, A.)g(µ, u)dTdA.dµdu 

and employ the abbreviation 

f.g = J~"'J:/(x,p)g(x,p)dxdp. 
The undemoted identities, which follow by formal calculation from the above 

definitions (1), are quoted for convenience. 

[.A,B].O = [O,.A].B = [B,O]..A, 

[A,B] = -[B,A], 
(.A,B) = (B,.A), 

(.A,B).O = (O,.A).B, etc., 
[.A,[B,O]]+[O,[.A,B]]+[B,[0,.A]] = o, 
[A, (B, O)] = ([.A, B], 0) +([A, OJ, B). 

We may then write the condition (4) as 

(H,f) +i[H,f] = 2Ef. 

( 5) 

(6) 

Consider two eigenfunctions Ji and f1 with real eigenvalues Ei and E1, respectively, 
which satisfy (6). (The eigenvalues must be real since they represent the possible 
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energy values of the system.) Then with the aid of (5) we may deduce the following 
equations 

H.{(fdf)+i[fd't]} = 2Edi·ff, 

H .{(ftf1)-i[ftf1]} = 2E;ft ·k 
(7) 

(8) 

Let us examine how far (7) and (8) are consistent with the assumption that equations 
of type (6) hold for both (fdf) +i[fdf] and its complex: conjugate, i.e. 

(H{(fdj)+i[fdf]})+i[H{(fdi)+i[fdf]}] = 2Ei{(fdf>+i[fdf]}, (9) 

(H{(f{ f 1)-i[ftf1J}) +i[H{(fifj)-i[ftf;]}] = 2E1{(ftf1)-i[fif1]}. (10) 

Equations (9) and (10) are consistent with (7) and (8) upon integration. 
We may then label the eigenfunctions of ( 6) according to their eigenvalues and those 

of their complex conjugates as 
(fdj)+i[fdf] = kfif• (11) 

where k is a normalization constant. 
By definition !'ti =fw 

Rearrangement of (9) and ( 10) with their complex conjugate equations yields 

(H,fii) = (Ei+E1)fii, 

[H,fii] = -i(FJ~-FJ1}fii· 

(12) 

(13) 

(14) 

Equation (14) has been given by Moyal {5) and is already implicit in previous work (7): 

equation (13) does not appear to have been stated before. 
Comparison of (7) with the complex conjugate of (8) provides the further consistency 

requirement j.,.ff = 0 unless Ei = E1• (15} 

Similarly, fi·ff = 0 unless f{ andfl also have equal eigenvalues. In terms of the 
notation introduced above 

fiz·fm; = 0 unless i =j and l = m. (16) 

This is the orthogonality condition for the eigenvalues of ( 6). ( 11) may be rewritten as 

Then by (16) 

or 

UaJm;) +i[fil,fm;] = Kfii· 

f;i·(fiz.fm;)+f;i.[fz,fmJ] =!= 0, 

{(f;i,fiz) +i[f;i.fi1]}.fm; =I= 0 

by (5). Applying (16) again, we require 

(fii•fi1) + i[ffi.,fii] = f;m · 

(17) 

This is possible only if m = l. Thus we see that for consistency, (17) must be modified 

to read (fiz.fm;) +i[fi1.fm1J = K81mf#· (lS) 
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This is the relationship which is adopted by Baker (1) as an initial postulate, in the 
casewherei =j = Z = m. Heshowsthatthislawimpliesthatfn(x,p)maybewrittenas 

J
CIO 2• 

fu = 2K -«> tfrf(x+y) 1/f1(x-y) exp; pydy, (19) 

i.e. in the form of Wigner's distribution function (7). The generalization to 'off diagonal' 
functions is obvious and yields 

JCIO 2i 
fij(x,p) = 2K -«> ifrt(x+y) '!fr1(x-y)exp n pydy. (20) 

The orthogonality condition (16), when applied to (20) gives the usual orthogonality 
requirements for the functions ifri, namely 

f ~CIO ifrf(x,t) ifr1(X, t) dx = Oij• (21) 

The normalization of the functions ifr.,, in (20) has been chosen so that 

f ~CIO lifril2dx = I. 

This implies 

Distribution functions are conventionally normalized to have unit integral so that 
they may be interpreted as probability densities: the choice K = h leads to no loss of 
generality of the theory and permits the observance of this convention. These last 
relations may be used to deduce the following equation for ifr: 

~J:00J:00 H (x;y, a-) ifr(y) exp i o-(xn-y) dcrdy = Eifr(x), (22) 

or n(x,-~ 0~) ifr(x) =Elf!'. (23) 

This is the time-independent Schrodinger equation, if h is identified with Planck's 
constant. It may be obtained from (22) by expanding H{l(x+y), a-} in a power series 
in <J', integrating, and summing formally. 

To complete our investigation of this formulation of quantum mechanics we shall 
deduce the admissible form of time dependence for /ii from ( 6). Differentiating we have 

(H 0fi1) + i [n °fi;] = E. ofi1 
' at ' at • at · (24) 

Thus ofi1/at may be expanded in terms of the eigenfunctions of (6) with eigenvalueEi. 
Suppose 

(25) 

Since 
a!. af* at ij = at ii' 

"i:,cifzfil = '£,cf£mfm1· (26) 
Z m 
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In consequence of the orthogonality condition (16) c,11 = 0 unless l = j. We may drop 
the third suffix and write the consequence of choosing l = j as 

and the expansion of 8f-t1/0t as 

(27) 

(28) 

The result of differentiating (18) and substituting (28) gives a further condition on cii• 

i.e. ckl+Cz1 = ckf (all k, l andj). (29) 

Put k = l in the above relationship: then ckk = 0, or (8/ot)fkk = 0, i.e. the real eigen
functions fii are stationary. This permits the expansion of Hin terms of the Ju as 

H = 'ZEdu,, (30) 

since His time-independent and real, and this resolution of H guarantees the con
sistency of (18). Put k = j in (29); then 

ckl+Czk = 0, 

i.e. ckl + c:Z = 0. 

Thus ckl is pure imaginary, and must be written in the form 

ckl = ± i(F(k)-F(l)) 

(31) 

(32) 

(33) 

in order to satisfy (29). This is as far as we can go in the determination of Ckz without 
involving some dynamical principle; we have not used the fact that tis a time variable 
except in supposing the independence of E and H of it. We appeal to the corre
spondence principle to verify that the simplest non-trivial choice of arbitrary function 
in (33), namely 

(34) 

will do. The factor l/n is necessary to give ckl the dimension of an inverse time. 
Then equations (13) and (14) take the form 

(H,fi1) = (Ei+E1)fi1• (35) 

afi1 
[H,fii] = nat (36) 

and the second equation in the limit h -+ 0 is just the classical Liouville equation, thus 
verifying (34). 

Finally, as an example of the simultaneous solution of the above system we consider 
the harmonic oscillator Hamiltonian 

H = -f(pz+xz)nw. (37) 

If we write fkl(x,p,t) = ukl(x,p)expi(k-l)wt (38) 

both (35) and (36) may be written as differential equations of finite order 

(::2 + ~2) ukl-4(x2 +p2
) uld+2(k+l- l)ukl = 0, (39) 

oukl aukl k l) 0 -p- + x- - ( - 'Ukl = ' ax op 
(40) 
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where Ek has been set equal to (le+!) nw. These equations have the solution 

I 
ukl = 

477 
(- I)k (l! k!)vi<k-l)e~L~-k(v) ei<k-llO, (41) 

where nk-k( v) is the associated Laguerre function, v = 2(p2 + x2) and tan() = p/x. This 
solution has been obtained before, (2, 4) by calculation of (20), using the known 
harmonic oscillator wave functions. 
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The Wigner function, which is commonly used as a joint distribution for non-commuting 
observables, is shown to be non-negative in all quantum states when smoothed with a gaussian 
whose variances are greater than or equal to those of the minimum uncertainty wave packet. 

The Wigner function, introduced by Eugene Wigner in 19321) to study prob
lems of statistical equilibrium, has long been used in quantum thermodynamics2

). 

More recently, it has been introduced in quantum optics to study coherence 
properties of light3

), and it is currently applied in the study of plasmas4
) as well. 

The function serves as a joint probability density for non-commuting observables 
despite the fact that it is known to take negative values in many states. Its use as 
a probability is frequently defended by the assumption that the function will be 
non-negative when employed in a way that does not violate the uncertainty prin
ciple. Mori, Oppenheim, and Ross, for example, conjecture that the Wigner func
tion is everywhere non-negative when integrated over regions of phase space of 
the order of fz 3 N 5). Thus (restricting attention to one rlimension for simplicity) it 
is frequently supposed that 

p"+li/2 q'+l'z/2 

W1 (p', q') = J J W(p, q) dp dq ~ 0, (ll 
p'-ll/2 q'-ll/2 

for all quantum states, 'lj)(q), and for all points p', q', where W (p, q) is the Wigner 
function: 

W(p, q) = (1/27t) J e-Irp 1P* (q - t<h) 1jJ (q + 1<1i) dT. (2) 

A result weaker than eq. (1), but of the same import will be proven here. 

* Research supported by NSF grant GS-42681. 

210 



A NON-NEGATIVE WIGNER-TYPE DISTRIBUTION 211 

Integrating W (p, q) in the manner of eq. (1) is equivalent to smoothing W (p,q) 
around each point, (p', q'), by convoluting it with a density D (p, q) which is uni
form in an interval of size Ii around p' and around q', and zero outside: 

D (p, q) = 1//i,2, p' - li/2 s. p s. p' + li/2; q' - li/2 s. q s. q' + li/2 

= 0, otherwise. 

If instead we smooth the Wigner function with a gaussian distribution 

the convoluted Wigner function, We (p', q'), will be non-negative ~o long as the 
gaussian is as wide or wider than the minimum uncertainty wave packet. Thus 
by introducing fluctuations of the order of the uncertainty principle we can gua
rantee a proper distribution. So we wish to prove 

We (p', q') = ~::: If J 7P* (q - !rli) 7P (q + !rli) 

x exp ( -irp - f3 (p - p')2/li - IX (q- q')2/fi) dr dq dp :;:o: 0, (3) 

for a, f3 > 0 and cx{J $. 1, where 1X{3 = (li/2) (apq)- 1 . 

Integrating by dp and changing variables so that x = q - !rli, y = q + !'rfz, 
we obtain 

Wc(p', q') = ~:2~: J J vi*(x) 7P(Y) 

x exp [(-IX/Ii) G (x + y) - q')2 

- (ip' /fz)(y - x) - (y - x)2 /4(31i] dx dy. (4) 
Letting 

f(u) = "P*(u) exp [u 2 (-1X/41i - I/4(311) + u (!Xq'/li + ip'/fz)] 

and y = (l/2f;,) (1/(3 - IX), we can write [for well behavedf(u)] 

We (p', q') = -- exp [ -01.q' 2 /h)] f(x)f*(y) ex.v dx dy (1th1X)t ff 
2;r;2/j2 

= (-r::ha)t exp [-1Xq'2/li] f y"/ntff(x)x"dxff'*(y)y"dy. (5) 
2n21i2 

n=O 

When IX, {J > 0 and IX{J $. 1, we have y :;:o: 0. Thus We (p', q') :;:o: 0, since each 
term in the sum is of the form y"/n ! c: en, and is hence non-negative. 
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It is pointed out that the Wigner function /(r,p) is 2/h times the expectation value of the parity operator that 
performs reflections about the phase-space point r,p. Thus f(r,p) is proportional to the overlap of the wave 
function ljl with its mirror image about r,p; this is clearly a measure of how much ljl is centered about r,p, and 
the Wigner distribution function now appears phydcally more meaningful and natural than it did previously. 

In 1932, Wigner1 associated with the quantum 
wave function l/J(r) a phase-space quasiprobability 
distribution function 

f(r,p)=i J dse·21P•/ftl/J(r-s)*l/!(r+s), (1) 

or, in terms of the momentum representative 
~(p) = h-112 J dr e·IPr/ftl/J(r), 

f(r,p)=~ J dke·2lkrfftiji(p+k)*iji(p-k). (2) 

This Wigner "representation" has proved useful 
for studying the passage from quantum to classical 
mechanics and establishing quantum corrections 
to classical results, and generally it enhances un
derstanding by favoring the use of classical in
tuition in quantum problems.• 

At first sight the constructions (1) and (2) seem 
rather ad hoc and devoid of any deep physical or 
mathematical significance. A somewhat more 
meaningful expression for f(r, p) was provided 
by Moyal,3 namely 

f(r,p)=h-2 J dk J dse·Hkr+sPl/ft (l/Jlemi+•f>>/llil/J)' 

( 3) 

where Rand P are the position and momentum 
operators, respectively, satisfying [R, P] = i1i. 
The form (3) is conspicuous to statisticians: 
(I/! I em.R+si» 11/J) appears as a "characteristic func
tion," being the expectation of the operator that 
corresponds to the function eHkr••P> in Weyl's rule 
of association.4 

Here we wish to point out thatf(r,p) has a much 
more direct physical meaning, in that it is the ex
pectation value of the parity operator about the 
phase-space point r,p. 

To show this, let us first rewrite 

J(r,p)==(2/h)(l/!ln,pll/J>, 

where the operator rr,, has the following three 
equivalent expressions in view of (1)-(3): 

(4) 

15 

TI,p= J ds e·21P•/ll Ir- s)(r+ s I , 

= J dke·•lkr/lllp+k)(p-kl, 

(5) 

(5') 

= 2~ J dk J ds exp{(i/li)[k(R - r) + s(P- p)J}, 

(5") 

where Ir) and IP> are eigenstates of Rand P, 
respectively. Let us now consider the special 
case r=O, P=O, and denote n,.o,p.o=Il; we have 

n = J dr 1-r)(r I , 

= J dp IP><-PI, 

= 2~ J dk J ds el<kR+sPl/ft. 

(6) 

(6') 

(6") 

From ( 6) or ( 6') it is immediately apparent that rr 
is the parity operator (about the origin): it changes 
l/!(r) into l/J(-r) and ~(p) into ~(-p), or equivalently 
(note that II"1 = Il), 

n.Rn= -R, n.Prr= -P. (7) 

We now observe that rrr1> may be obtained from TI 
by a unitary transformation 

n,,=D(r,p)TID(r,p)"1 ; 

here 

D(r,p) = el<PR·rPl/ft 

(8) 

(9) 

is a phase-space displacement operator, intro
duced by Glauber5 in connection with a different, 
though related, type of phase-space representa
tion of quantum mechanics, the coherent-state 
representation. We have the actions 

D(r,p)"1/tD(r,p) =R+ r, 

D(r,p)"1PD(r,p) = P+ p, 

and more generally 

449 
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D(r, p)"1F(R, P)D(r,p) = F(/l + r, P+ p) 

[F(R, P) being a power series in R and P], whence 
Eq. (8), in view of (5") and (6") [and noting that 
D(r,pt' =D(-r, -P)]. 

Using (7), (8), and (10), we readily verify that 

II,,(R - r)II,, = -(R - r) , 

n,,(f> - p)II,, = -(P - p) ; 
(11) 

that is, II,p reflects about the phase-space point 
r,p and is thus the parity operator about that 
point. Note that 

(12) 

The Wigner function, Eq. ( 4), is thus 2/h times the 
expectation value of the parity operator about r, p. 
Alternatively, f(r,p) is proportional to the over
lap of 1/J with its mirror image about r, p, which is 
clearly a measure of how much 1/J is "centered" 
about r,p. 

Let us now discuss some simple implications 
of the preceding considerations. 

We first observe that IT,p has eigenvalues ±1 
(in view of (12)], and its eigenfunctions ¢;,, satis
fying 

rr,,l<P~,)=±l<P~p), (13) 

are functions that are either symmetric or anti
symmetric about r,p. They may be obtained by 
displacing in phase-space functions of the same 
symmetry about the origin, i.e., 

I <P~p) =D(r,p) I¢•), (14) 

where¢• and¢- satisfy II I¢•)=± I qi•), or equiva
lently qi'{-r) = ±¢'(r), $'{-p) = ±ef>'(p). 

Let us define projectors p;P and P;, on the spaces 
of functions symmetric and functions antisymme
tric about r,p, respectively: 

P,~ =i(l ± fl,p) (15) 

=D(r,p)P•D(r,p)"1
, 

where p•=i(l ±IT) projects on the space of func
tions symmetric (antisymmetric) about the origin. 
We have 

IE. P. Wigner, Phys. Rev. 40, 749 (1932). 
2See, for instance, R. Balescu, Equilibrium and Non

Equili'brium Statistical Mechanics (Wiley, New York, 
1975); S. R. de Groot and L. G. Suttorp, Foundations 
of Electrodynamics (North-Holland, Amsterdam, 
1972); E. A. Remler, Ann. Phys. (N.Y.) 95, 455 (1975); 
B. Leaf, J. Math. Phys. 9, 65, 769 (1968):' 

3 -J.E. Moya!, Proc. Cambr. Phil. Soc. 45, 99 (1949). 

(P;p) 2 = P;, , 
F;p+P;p= 1, 

P;p - P;P = IT,p. 

(16) 

(17) 

(18) 

Let us now separate 1/J into components symmetric 
and antisymmetric about r, p: 

1/J= 1/J;p+ 1/J;p' 
where 

11/J~p) =P.pll/J>. 
By (16) we have 

(1/J I P~p / ¢) = (1/J;p / ¢;p) = II 1/J;p II 2 
• 

Then by (4), (18), and (21), 

t<r, Pl= <2/h)( 111/J;pll 2 
- 11 ¢;,11 2>. 

( 19) 

(20) 

(21) 

(22) 

That is, the Wigner function equals 2/h times the 
difference of the squared norms of the symmetric 
and antisymmetric (about r,p) parts of l/J. By (17) 
and (21) we further have 

(23) 

This implies 111/J~p II,,;; 1, implying in turn, in view 
of (22), that/(r,p) is bounded by the values -2/h 
and 2/h: 

-2/h,,;;f(r,p).,2/h. (24) 

This result was previously obtained by means of 
Schwarz's inequality. 6 We can now be much more 
specific: the lower equality in (24) is realized if 
and only if 1/J is antisymmetric about r,p, i.e., of 
the form (14) (-sign), and the upper equality if and 
only if l/J is antisymmetric aboutr, p. One may, in 
fact, construct 1/J such that the corresponding/ (r, p) 
equal any preassigned value/ inside the interval 
[-2/h, 2/h ]. Indeed, given any two normalized 
functions <p+ and qi-, respectively symmetric and 
antisymmetric about the origin, set 

jzp)=D(r,p)(c./qi•)+c_jqi-)). (25) 

We then have (1/J I II,p j ¢) = c! - c~ and (1/J I l/J) = c! + c~. 
We thus simply require that c. and c_ satisfy 
(2/h)(c! - c~) =!and c! + c~= 1. 

4See, e.g., L. Cohen, in Contemporary Research in the 
Foundations and Philosophy of Quantum Mechanics, 
edited by C. A. Hooker (Reidel, New York, 1973). 

5R. J. Glauber, Phys. Rev. 131, 2766 (1963), Eqs. 
(3.10) and (3.11). 

6See, e.g., S. R. de Groot and L. G. Suttorp, Founda
tions of Electrodynamics (North-Holland, Amsterdam, 
1972). 
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We present a mathematical study of the differentiable deformations of the algebras 
associated with phase space. Deformations of the Lie algebra of C"' functions, defined by 
the Poisson bracket, generalize the well-known Moyal bracket. Deformations of the algebra 
of C"" functions, defined by ordinary multiplication, give rise to noncommutative, associative 
algebras, isomorphic to the operator algebras of quantum theory. In particular, we study 
deformations invariant under any Lie algebra of "distinguished observables," thus generaliz
ing the usual quantization scheme based on the Heisenberg algebra. 

INTRODUCTION 

The usual probabilistic interpretation of quantum mechanics contrasts with the 
deterministic character of classical mechanics. The axiomatic settings of the two types 
of mechanics are relatively disjoint; consequently the paradigm of quantization-and 
to some extent also the reverse process of passage to the classical limit-does not 
seem natural. 

This situation has encouraged attempts to interpret quantum mechanics as a 
statistical theory over phase space. Already in 1932, Wigner [1] introduced a phase 
space distribution function, related to Weyl's quantization procedure [2-4]. A most 
interesting development is due to Moya! [5], who introduced the "sine-Poisson" 
bracket, now called Moyal bracket, for functions on phase space. It is this bracket, 
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and not the Poisson bracket, that corresponds to the commutator bracket of quantum 
mechanics. Essential aspects of quantuIIl mechanics can be given a classical formu
lation in terms of the Moya! bracket and the question thus arises whether this struc
ture has a natural place in classical mechanics. 

Recently some of us [6] studied deformations (in the sense of Gerstenhaber [7D 
of the Lie algebra N of differentiable functions on a symplectic manifold with the 
Poisson bracket, in terms of I-differentiable cochains (bidifferential operators of 
order ::;:;;;1 in each argument). Such deformations are trivial in the flat case (manifold 
IR21 with the ordinary symplectic structure) but are interesting in other cases, as was 
illustrated by some physical applications [6c]. Vey [8] studied deformations of the 
algebra of polynomials (with the ordinary product) and derived, in the flat case, a 
nontrivial deformation of the Poisson Lie algebra in terms of differentiable cochains 
of increasing order. The Vey bracket turned out to be identical with the Moya! 
bracket. Vey also demonstrated the existence of such deformations of the Poisson 
bracket on general symplectic manifolds with vanishing (de Rham) 3-cohomology. 
Other mathematical properties and physical applications were sketched by some of 
us [9]. 

These developments encourage attempts to view quantum mechanics as a theory 
of functions or distributions on phase space, with deformed products and brackets. 
We suggest that quantization be understood as a deformation of the structure of the 
algebra of classical observables, rather than as a radical change in the nature of the 
observables. Incidentally, the nontriviality of the deformations throws some light on 
the nontrivial nature of the correspondence principle. As will be shown in the com
panion paper [10], our treatment of deformations of classical mechanics is a viable 
alternative to conventional quantum mechanics. This suggests the possibility of 
developing new methods for quantum theories, especially quantum field theories. 

This article will emphasize mathematical aspects of defonnations; physical appli
cations are presented in the companion paper. In the first two sections we introduce 
the notion of Poisson manifold (a collection of symplectic leaves), on which a Poisson 
bracket is defined by a (possibly degenerate) 2-tensor A, and examine an important 
example (the coadjoint representation of a Lie algebra). In Section 3 we treat the 
case of flat Poisson manifolds (which have connections I' without torsion and cur
vature such that the covariant derivative of A vanishes) and show the unicity of Moyal
type deformations that are formal functions of the Poisson bracket. We next deal with 
infinitesimal deformations of the Poisson bracket on general symplectic manifolds, 
giving a simple proof of the nontriviality and making more precise the relation to 
symplectic connections. In Sections 5 and 6 we determine all derivations (infinitesimal 
automorphisms) of the deformed structures, both those that do, and those that do 
not, depend on the deformation parameter Fr. In the second case the result is a finite
dimensional Lie algebra, a fact that is key to the selection of the proper quantization 
procedure for a physical system. Section 7 is concerned with the unicity of the Lie 
algebra deformations. It is shown that, in the fiat case, there is only one nontrivial 
choice to make at each order of fz2• In Section 8, we present a fairly general procedure 
for constructing deformations in the case of nonflat symplectic manifolds. 
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From Section 9 onward, the emphasis is on invariance of the deformed products 
(which we call *-products). We believe that the classical observables (functions on 
phase space independent of h) that generate symplectic transformations under which 
the deformations are invariant are of special physical significance. It is therefore 
natural to attempt to determine all *-products that are invariant under a finite
dimensional Lie algebra given a priori. This problem is formulated precisely in 
Section 9. In Section 10 we give some particular examples. Section 11 gives general 
results concerning the construction of invariant *-products on ad* .f4 invariant sub
manifolds of the dual d* of any Lie algebra d, including explicit calculations for 
some simple cases. In the last section we introduce an important tool, the *-expo
nential function Exp, an application from d to the formal power series on d*. This 
function provides an alternative method for constructing deformations and is of 
direct interest to the physical applications. We end with several suggestions for further 
applications to the theory of representations and generalized Fourier transforms. 

1. NOTION OF POISSON MANIFOLD 

(a) Let W be a differentiable, connected, paracompact manifold of dimension m 
and class C«>. We denote by {xi} (i,j = 1, ... , m) a local chart of W of domain U and 
we set N = C"'(W, IR). A p-tensor is, by definition, a skew-symmetric contravariant 
tensor of order p. 

For such tensors, Schouten and Nijenhuis [11] have introduced a useful tool, 
the Schouten bracket; if A (resp. B) is a p-tensor (resp. q-tensor), [A, B] is a 
(p + q - 1)-tensor defined in the following way: for every closed (p + q - !)-form 
~we have 

i([A, BJ) f3 = ( - l)P'm i(A) d i(B) f3 + ( - I )P i(B) d i(A) f3 (1-6) 

where i( ) is the interior product. For p = I, [A, B] = £'(A) B, where £' is the Lie 
derivative operator. We have 

[A, B] = (- J)P•[B, A]. (1-2) 

Moreover, if C is an r-tensor, we have the pseudo "Jacobi identity" 

S(- l)P•f[B, CJ, A] = 0 (1-3) 

where S is the summation over cyclic permutations. An elementary calculation 
gives for the components of [A, B], on the domain of an arbitrary local chart 

where at = B/8x1 and where Eis the skew-symmetric Kronecker indicator. 

595/r n/r-5 
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(b) Introduce on W a 2-tensor A and, on the space N = C"'(W, IR), the bracket 
{ , } (generalized Poisson bracket) defined by: 

{u, v} = i(A)(du A dv) = .!l(du, dv), u, veN. (l-5) 

If u, v, w e N we have 

S{{u, v}, w} = ti([.11, .!l])(du A dv A dw) = t[.11, A](du, dv, dw). 

DEFINITION 1. A structure of Poisson manifold is defined on a manifold W of 
dimension m by a 2-tensor A such that [A, A] = 0. The Poisson structure is called 
regular if A has constant rank 2n (An -:/= 0, An+i = 0, everywhere); in this case 
h = m - 2n is called the codimension of the manifold. 

For a Poisson manifold (W, A), (1-5) defines on Na Lie algebra structure, the so
called Poisson Lie algebra. 

(c) A symplectic structure is defined generally on a manifold W of dimension 
2n by a closed 2-form F of rank 2n. We denote by µ: TW--+- T* W the isomorphism 
of vector bundles defined by µ(X) = -i(X)F; this isomorphism is extended to the 
tensor bundles in a natural way. Let A be the 2-tensor µ-1(F) of rank 2n; the Poisson 
bracket of (W, F) is defined by (1-5) and we have [A, A] = 0. A symplectic structure 
is nothing other than a regular Poisson structure (W, A) of codimension 0. Moreover, 
if A is a p-tensor, we have 

µ([A, A]) = dµ(A). (1-6) 

It is well known that there are, on a symplectic manifold (W, A), atlases of canonical 
charts {x1} = {X", x"} (ex = 1, ... , n; ci = ex+ n); for such a chart, the only non
vanishing components of A are 

(d) Let (W, A) be a regular Poisson manifold of codimension h -:/= O; A defines 
on W by Aiiw1 = 0 a Pfaffian system which is integrable and so a foliation of W of 
codimension h. The restriction of A to each connected component of a leaf deter
mines on this manifold a structure of symplectic manifold. Thus we have the 
following [12) 

PROPOSITION 2. A regular Poisson manifold admits a foliation of codimension h 
by symplectic manifolds. There exist on (W, A) atlases of canonical charts {x\ x"} = 
{x\ .X", x"} (,\ = 1, ... , h; ex = h + 1, ... , h + n; ci = a + n) such that the only non
vanishing components of A are 

A"·'" = -A'"·" = 1. (1-7) 

In particular, A 1A = 0 and xA = const along a leaf. 
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More generally, there are on the Poisson manifold (W, A) atlases of charts {xi} 
such that the components of A in the charts are constant. Such a chart is called a 
natural chart for the manifold. 

(e) A Poisson connection (resp. symplectic connection) I' on the Poisson (resp. 
symplectic) manifold (W, A) is a linear connection without torsion such that VA = 0, 
where v is the operator of covariant differentiation defined by I'. If I'f,. are the usual 
coefficients of a connection I' in a natural chart {x'}, introduce the quantities I''1k = 
AilA km r:m ; I' is a Poisson connection if and only if the I'£ik's are completely symmetric 
for each natural chart. It is easy to see that a regular Poisson manifold admits an 
infinity of Poisson connections; for a symplectic manifold the difference between two 
symplectic connections is deduced from a completely symmetric contravariant tensor 
of rank 3. 

2. EXAMPLE OF POISSON MANIFOLD: COADJOINT REPRESENTATION OF A LIB ALGEBRA 

(a) Let d be a Lie algebra of dimension m over R, s1* the dual vector space 
of d, < , ) the bilinear duality form. Denote by {LA} (A = 1, ... , m) a basis ford 
and by {,\A} the dual basis for sf*; then 

[L'\ LB]= C'i!Lc 

where { c~B} is the structure tensor of the Lie algebra d. The Jacobi identity can be 
expressed by 

(2-1) 

where S is the summation over cyclic permutations of (A, B, C). Denote by gA the 
components of g e s1* and introduce on d* the 2-tensor A defined by 

(2-2) 

We have 

UA, A]ABc = sADA8DABc = (SC~Ac~c) gE. 

It thus follows from (2.1) that A satisfies 

[A,A] = 0 (2-3) 

and defines on s1* a Poisson structure. 
Conversely, let V be a vector space of dimension m and suppose that we have on 

Va 2-tensor A satisfying (2-3) and depending linearly on the vectors f EV. We 
deduce from A a tensor C which can be considered as the structure tensor of a Lie 
algebra defined on the dual space V* of V. 

For {d*, A) we denote by 2r(g) the rank of A at g e d*, and set r = Max r{e), 
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g e d*. The set of points g such that r(f) = r is an open submanifold W of .91*, the 
complementary set of which in d* is a cone; the restriction of A to W defines on 
W a structure of regular Poisson manifold. 

(b) Let G be a connected Lie group having d as Lie algebra; G acts naturally 
on d* by its coadjoint representation Ad*c. We recall some well-known facts 
concerning the Lie algebra ad* d of the group Ad *G. Let a Ed and exp( ta) the one 
parameter subgroup of G defined by a. The action of this group on g e .91* gives 
g{t) = (Ad* exp( ta)) f It follows from the definition of the coadjoint representation 
that, for each b e .91, 

<g(t), b) = <g, Ad exp(-ta) b). 

Differentiating with respect to t, we obtain at t = 0: 

(dg{t)fdt, h>1-o = (g, [a, b]). (2-4) 

We deduce from (2-4) the map a Ed 1--+ "'a E ad* .91, where "'a is the linear vector 
field on .91* given by 

(2-5) 

This map is a homomorphism of Lie algebras admitting as kernel the center of d. 
The tensor field A on .91* is invariant under the Lie algebra ad*d; this is a direct 
consequence of the Jacobi identity. 

(c) Choose a point g of d* and consider the linear map ve : a e d 1-+ 

"'a(g) E Te.91*. We have 

We obtain a field of vector spaces He = ve(d) defined by the values at g of the 
elements "'a E Te.91*. We have 

dim He = rank of A(g) = 2r(g), 

dim Ker ve = m - 2r(g). 

An element b Ed is in Ker ve if and only if .AAB(g) b A = 0. An element ' of He 
satisfies, for each b E Ker ve, (,, b) = 0 and conversely. We see that .A(f) can be 
interpreted as a 2-tensor on He of rank 2r(f). 

(d) Let M(s0) be the orbit through so Ed* of the coadjoint action of the group 
G; M(g0) is a connected manifold imbedded ind*. The rank of A is constant along 
M(g0) and the tangent space TeM(s0) at each point g e M(g0) is nothing other than 
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HE • Therefore M(g0) has even dimension 2r(g0) and the orbits depend only on the 
Lie algebra d and are independent of the choice of the group G. 

Let U be a domain of d* such that M(g0) n U =F 0. Introduce a local chart 
{g.'-, g .. } (a = 1, ... , 2r(g0)) of d* with domain U such that M(g0) is locally defined 
by g.1 = 0. For g E M(g0) n U, we have in this chart .AA•ff) = 0 and the restriction 
of A to M(g0) defines a 2-tensor AM(E > of rank 2r(g0) on M(g0) with components 
{A00}. We deduce from (2-3): 

0 

[.AM(<o) ' AMl<o>] = 0 

and the 2-tensor ..1.\r«.> defines on M(g0) a :.ymplectic structure. 

3. COMPOSITION LAW *' AND BRACKET P, FOR A FLAT POISSON MANIFOLD 

(a) A flat Poisson manifold is a regular Poisson manifold that admits a Poisson 
connection without curvature. Let (W, A) be such a manifold and define the covariant 
derivative V' in terms of a Poisson connection without curvature; we introduce the 
bidifferential operator P', of order r in each argument, defined by the following 
expression on the domain U of a chart {xt}: 

(3-!) 

We set P 0(u, v) = uv. For r = I, we obtain the Poisson bracket P, with P 1(u, v) = 
{u, v}; P'(u, v) is symmetric if r is even, skew symmetric if r is odd. 

Let E(N; .:\) be the space of the formal series in ,\EC, with coefficients in N. Given 
a formal series j(z) with constant coefficients, such that f(O) = 1, we substitute 
P' for z' in the development of j(.:\z); we obtain a bilinear map (u, v) EN x N ;..._;.. 
u "'• v E E(N; .:\). This map can be extended in a natural way to E(N; ,\). If 

?'. 

f(z) = L a.(z'/r!), a0 =I, 
r-0 

we have 

"' 
u "• r = L A'(a,/r!) P'(u, v) (u, r EN). (3-2) 

r~o 

This defines a formal associative deformation of the usual associative algebra defined 
on N by u, v ~ uv if we have formally: 

(u *• v) *• w = u *" (v "'" w) (u, v, WEN) (3-3) 

We obtain immediately: 

00 

(u *A i 1) *Aw = L >..t I (a,a,/r! s!) P'(P•(u, i-), w) 
t-o r••=' 

...... o 
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and 

"' 
u *A (v *" w) = I .:V I (a,.a,/r! s!) pr(u, P•(v, w)). 

t•O r+a=t 

We search for functionsfsuch that (3-3) is satisfied formally, that is 

Ti(u, v, w) = U1(u, v, w) (t = 0, 1, ... ) 

where we have defined: 

Ti(u, v, w) = I (a,.a,/r! s!) r(P•(u, v), w), 
T"+l-t 

Ut(u, v, w) = L (a,.a,/r! s!) pr(u, P'(v, w)). 
r+s-t 

We obtain, taking into account the properties of the connection: 

It follows that 

Utfu, v, w) = L (a
1
_,a,/r'! s! (t _ r' _ s)!) J1i1i1 ••• J1i;_,;,_,J1k1Z1 ••• A"•t, 

r'+•.;;t 

X V;1 ... ;,_,U \11i···i,·k1···k,v V;,.+i···1,_,1i ... z,W. 

We obtain similarly: 

T1(u, v, w) = I (a1_,a,/r'! s! (t - r' - s)!) J1i1i1 ... J1;,_,1,_,J1k1l1 ... J1k,c, 
r'+•.;t 

x v,r•+1···it-•k1···k.u vi1·"ir.l1· .. z.v vii···i,_.11·. 

It follows by exchange between r' ands: 

(3-4) 

(3-5) 

Tr(u, z·, w) = I (at-r'ar•/r'! s! (t - r' - s)!) J1i1i1 ... _Ai1-r•i1-r•J1k1l1 ..• J1kr•lr' 

r'+•.;;t 

x V;-+1 'ili,+i ... ;,_.k1···kr V;,_ •. k,···k,.u V,.1 ... ;,r"··r •. v V;1 •.. i,_ •. w. (3-6) 

It follows from (3-5) and (3-6) that (3-4) is satisfied if and only if 

(r' + s ~ t; t = 0, I, 2, ... ). (3-7) 

Fort = 0, 1, we obtain only identities; the coefficient a1 is arbitrary and we can take 
a1 = 1 by a linear change of the variable A. Fort= 2, (3-7) gives a2 = 1. We deduce 
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from (3-7) by induction that necessarily a, = 1 for each t. Conversely, if such is the 
case, (3-3) is satisfied. We have thus obtained: 

THEOREM 3. If ( W, A) is a flat Poisson manifold, there is only one formal function 
of the Poisson bracket (up to a constant factor and a linear chfVlge of variable) that 
generates a formal deformation of the associative algebra defined on N by the usual 
product: it is the exponential function. 

Symbolically, we can write this deformation, for instance, 

u *• v = exp(AP)(u, v). (3-8) 

Since the composition law (3-8) is associative, the bracket defined by (u *• v - v *.< u) 
satisfies the Jacobi identity. We are led to consider the bracket: 

(2A.)-1{exp(A.P) - exp(-A.P)}(u, v), 

that is: 

A.-1 sinb(A.P)(u, v) (3-9) 

which can be written: 

.,, 
[u, v]v = L (vr/(2r + 1)!) p 2r-1-1(u, v) (3-10) 

r=O 

where we have set v = .:\.2• The first term of (3-10) is P(u, v). We see that (3-9) or (3-10) 
defines a formal deformation of the Poisson Lie algebra N. 

(b) Let (W, A) be any regular Poisson manifold. Consider the Chevalley 
cohomology of the corresponding Poisson Lie algebra N; it is the cohomology, 
with values in N itself, defined by the adjoint representation: a p-cochain is an alternate 
p-linear map of NP in N, the 0-cochains being identified with the elements of N. The 
coboundary of the p-cochain C is the (p + 1)-cochain 8C given by 

(3-11) 

where U;.
1 

EN. We note that the space of the 1-cocycles of N is the space of the deri
vations of N; the space of the exact 1-cocycles is the space of the inner derivations. 

A p-cochain C is called local (support preserving) if, for each u1 EN, such that 
U1 :u = 0 OU a domain U, We have C(u1 , ••• , u,,) lu = 0. If C is local, fJC is local. 
We obtain thus the so-called "diagonal complex" in the terminology of Gelfand
Fuks. A p-cochain C is called d-differentiable (d ~ I) if the cochain is local and if its 
restriction to each domain U of Wis a d-differentiable p-cochain of N( U) = C"'(U; R) 
in a clear sense. Such a cochain is defined by a multidifferential operator of maximum 
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order d. If C is d-differentiable, oC is also d-differentiable. We have proved (12] 
the following proposition (see Section 6b for the symplectic c~se): 

PROPOSITION 4. Let (W, A) be a regular Poisson manifold. Jf C is a local 1-cochain 
of N such that BC is a d-diff erentiable 2-cochain, then C is itself d-differentiable. 

We note that if (W, A) is symplectic and if oC is null on the constants, we have 
C(l) = constant. 

(c) We come back to a flat Poisson manifold (W; A). Given a formal series 
j(z) with constant coefficients, without constant term, we substitute pr for zr in the 
development of >.-1/(>.z), where pr is defined by (3-1). We obtain a bilinear map 
N X N-+ E(N; >.)which is skew symmetrical only if/is odd. Jf 

oc 

f(z) = I (a,/(2r + I)!) z2r+1 (ao = I) 
r=O 

we have: 

0: 

P,(u, v) = P(u, v; v) = I vr(a,/(2r + I)!) p 2r+i(u, i1) (v = ,\2). (3-12) 
r=O 

We search for functions f such that (3-12) determines a formal deformation of the 
Lie algebra N; (3-12) satisfies formally the Jacobi identity if and only if, fort = I, 2,. .. : 

where, for u, v, w EN, 

Dt = I a.a.Er,• = 0 
r+s-t;r,s;;oO 

E,,,(u, v, w) = S(I/(2r + 1)!(2s + l)!) P 2•+1(P2•+1(u, v), w). 

Introduce the local Chevalley cohomology of N. For t = I, D1 = 0 expresses only 
that P3 is a 2-cocycle for this cohomology and the coefficient a1 is arbitrary. We can 
take a1 = I by a linear change of the variable v. We obtain by an argument similar 
to the argument of Section 3a that D1 = 0 if and only if a1 = 1 for each t. We have thus 
determined the required formal deformations of the Poisson Lie algebra N. 

Consider the 2-cocycle P 3 which corresponds to the term linear in v. If this cocycle 
were exact, it would be the co boundary of a local 1-cochain which would be necessarily 
3-differentiable, according to Proposition 4. But it is easy to see that such a co boundary 
has no term of bidifferential type (3, 3). More generally, it is possible to prove in 
the same way that for a fiat Poisson manifold, the second space of local cohomology 
of N has the dimension 1; P 3 defines a cobomology 2-class f3 which is a generator for 
this space. We have proved: 

THEOREM 5. If (W, A) is a flat Poisson manifold, there is only one formal function 
of the Poisson bracket (up to a constant factor and a linear change of variable) that 
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generates a formal deformation of the Poisson Lie algebra N of the manifold: it is the 
sinhfunction. The corresponding deformation is nontrivial even for the order I. 

Thus we obtain only the deformation M(u, v; v = ,\2) given by {3-9), which is 
therefore nontrivial. It is remarkable that for A = ifz/2, we obtain a bracket given 
many years ago by Moya/ [5]. We often suppress the mention of the variable v and 
call M(u, v) the Moyal-Vey bracket of the fiat Poisson manifold (W, A, I'); this 
bracket depends on the choice of the flat connection I'. (For W = ~2 and I' = 0, 
the unicity of the sine-bracket as a function of P has been noticed in 1964 by C. L. 
Mehta). 

(d) Consider a general symplectic manifold (W, A) and a linear connection 
such that VA = 0. We introduce the bidifferential operators pr defined by: 

(u, v EN) (3-13) 
and set 

.,, 
u *; v = I (/.'/r!) P'(u, v). (3-14) 

r-0 

If(3-14) is limited to the order 2, we see that the associative property (3-3) is satisfied 
up to the order 3 if and only if '11 1 u is always symmetric, that is if I' is without torsion. 
If (3-14) is limited to the order 3

1

, 'then (3-3) is satisfied up to the order 4 if and only 
'\\1111u is completely symmetric, that is if I' is without torsion and curvature (fiat 
symplectic connection). In this case (3-14) satisfies (3-3) to all orders. 

4. DEFORMATIONS OF THE POISSON LIE ALGEBRA OF A SYMPLECTIC MANIFOLD 

(a) Consider a symplectic manifold (W, A) with an arbitrary symplectic con
nection I' (without torsion, but with curvature). We denote by F the closed 2-form 
of the manifold. If {I'A} are the usual coefficients of the connection I' in a natural 
chart {xi}, we introduce the quantities I';Jk = F;iI'fk which are completely symmetric. 
If u E N. we denote by X,, , for simplicity, the corresponding Hamiltonian vector 
field (Xu = fL-1(du)); !£'(X,,.) I' is the completely symmetric covariant 3-tensor 
defined by means of the Lie derivative of the connection I' by the vector field X,, . 
We have localiy for a natural chart: 

(2(X,,) I'),,;,;,= a,,;,;,U - SAkZI'ki1i2 Cz;.u - Akl 8kI';,;,;, OzU. (4-1) 

If Tis a completely symmetric covariant 3-tensor, we have: 

(!£'(X,,) T);1i1ia = -SAkZT1ct1i2 Oz;..U - Akl &1cTi1i1i• 81u. (4-2) 

Consider the 2-cochains Sr3 defined by: 

Sr3(u, v)i u = Ai1i1Aiai2Ai•'•(.Sf(X,,) I'),,,,;. (!£'(X~) I');,;,1,. (4-3) 
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In the special case when I' is flat, sra coincides with P 3• In the general case, we deduce 
from X{u,ti} = [X,.., X.,]: 

SSr3(P(u, v), w) = SA'111A 1
•1•A1

•11(£'([X,., X .. ]) I')1111,, (£'(Xw) I')11;,1,. 

On the other hand, we deduce from the properties of the Lie derivative by X 10 : 

SP(Sr3(u, v), w) = -SA.;111A'•'•A1i1•(£'X,.2'(X,,) I'),11,fa (Sf(X,,) I');,1,1, 

- SA'•11A'•1•A':i1•(Sf(X,.) I'),,1,i3 (Sf(Xw) Sf(X,,) I')11fsf3. 

It follows that: 

SP(Sr3(u, v), w) = -SA'111A;.;,A1
•1•(Sf([X,., X.,]) I'),

1
;
1

;
3 

(Sf(Xw) I');,1,10 

and thus 

SSr3(P(u, v), w) + SP(S/(u, v), w) = 0. 

According to (3-11), this means that 

oSr3 = 0 

and Sr3 is a 2-cocycle for the considered cohomology of N. The same argument as 
for the flat case shows that the 2-cocycle Sr3 is nonexact. 

(b) Let T be a completely symmetric covariant 3-tensor. We can associate to 
the 3-tensor T and to the symplectic connection I' the second-order differential 
operator Ar given by: 

Ar(v) = A'111A1
•
1•A':i11T,1,,1,(Sf(X,,) T)Ji111. 

and the third-order differential operator Br given by: 

Br(v) = J1i1fiJ1l1f2J1f•f•T,,,,;,(Sf(X.,) I');,;,J, 

The coboundary oC of a 1-cochain C is given by: 

oC(u, v) = !l'(X,,) C(v) - Sf(X.,) C(u) - C({u, v}) 

We deduce from (4-5): 

and: 

(v EN) 

(i; EN). 

(u, VEN). 

oBr(u, v) = A 1•1•Aj•11A;•1•[(Sf(X,.) T>11; 212 (Sf(X.,) I')Ji;,;, 

(4-4) 

(4-5) 

- (Sf(X.,) T);
1

;
1

;
1 

(Sf(Xu) I')h;,;1] . (4-6) 
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PROPOSITION 6. The cohomology 2-class fJ defined by the 2-cocycle Sr3 does not 
depend on the choice of the symplectic connection r. 

Proof. Consider two symplectic connections I' and I'' and take for T the 3-tensor 
defined by the difference between the two connections. We obtain: 

(S}, - S/)(u, v) = Ai1hAi21•A'>i3{(.P(X.,) 7);
1

;
2

;
3 

(.P(Xv) I')iiisia 

+ (SR(X.,) I');1; 2;, (!P(Xv) D11121,} 

Therefore we have: 

~, - Si = o(Br + !Ar) 

and the cohomology class of Sr3 is independent of the choice of I'. 

(4-7) 

(c) PROPOSITION 7. Let Q3 be a 2-cocyc/e belonging to {J, defined by a bidiffe
rential operator of maximum order 3 on each argument, null on the constants. There 
exists a unique symplectic connection I' such that 

Q3 = Sra +BK (4-8) 

where K is a differential operator of order ~2. 

Proof. Let I'' be an arbitrary symplectic connection; Q3 - s;, is exact and, 
according to Proposition 4 of Section 3b there is a differential operator C of order ~3 
such that: 

Q3 - ~, = 8C. 

Consider the part of order 3 of C; this part is defined by a completely symmetric 
contravariant 3-tensor T, such that, in a natural chart {x'}: 

This tensor defines, by means ofµ,, a symmetric covariant 3-tensor still denoted by T. 
The terms of order 3 in oC can be written: 

Let Br(v) be defined locally by: 
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and consider the terms of order 3 in 8Br(u, v). It follows from (4-1), (4-2), and (4-6) 
that we obtain the two first terms on the right-hand side of (4-9). We see that 
Q3 - S~, - 8Br is an exact 2-cocycle defined by a bidifferential operator of maximum 
order 2. We are led to introduce the symplectic connection I' such that the difference 
I' - I'' is defined by the 3-tensor T. It follows from (4-7) that S:.· - Sr3 + 8Br is 
an exact 2-cocycle defined also by a bidifferential operator of maximum order 2. 
The same is true for Q3 - Sr3, and the connection I' is a solution to our problem. 
Conversely we will see in Section 5 that 8Br is a bidifferential operator of maximum 
order 2 if and only if T = 0. ft follows that the symplectic connection satisfying ( 4-8) 
is unique. 

(d) Consider a symplectic manifold (W, A) such that the third de Rham 
cohomology space H 3(W; ~) of the manifold is null; this cohomology corresponds 
to the homology with compact supports. Vey [8] has recently proved, by a long and 
fine study using Gelfand-Fuks results, the following 

THEOREM 8 (Vey). Let (W, A) be a symplectic manifold such that H 3(W; JR) = {O}. 
There exists a formal deformation of the Poisson Lie algebra N: 

.,, 1 
Q(u, v; v) = .to vr (2r + l)! Q2r+l(u, v) (u, v EN) (4-10} 

where the 2-cochain Q2
r-,-i is defined by a bidifferential operator of order (2r + I) on 

each argument, null on the constants and for which the principal symbol coincides 
with the principal symbol of pzr+1• 

In particular, Q1 = P and Q3 belongs to the class {3 defined in Proposition 6. We say 
that such a deformation is a Vey deformation of the Poisson Lie algebra or that it is a 
formal Vey Lie algebra. ft is not known if the condition H 3(W; JR) = {O} is necessary. 
General explicit forms for Q2r+1 (r > I) are not known. 

5. DERIVATIONS INDEPENDENT OF v OF A VEY LIE ALGEBRA 

The Lie algebra of the infinitesimal automorphisms of an arbitrary Lie algebra is 
given by the Lie algebra of the derivations. 

(a) Concerning the Poisson Lie algebra N, we recall that a derivation D is an 
endomorphism D: N-+ N such that, for any u, v EN, we have: 

{Du, v} + {u, Dv} - D{u, v} = 0 (5-1) 

that is, oD = 0. We note that we have for D no locality, continuity, or differentiability 
assumption. 

A vector Z defines a symplectic infinitesimal transformation (i.t.) of (W, F) if 
!l'(Z) F = O; we denote by L the Lie algebra of the symplectic i.t.; Z defines a con-
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formal symplectic i.t. if .!l'(Z) F = aF, where a is a scalar; if dim W > 2, a is 
necessarily a constant. Jn all cases, we denote by Le the Lie algebra of vector fields 
Z such that there exists a constant k(Z) for which: 

!P(Z) F + k(Z) F = 0 (5-2) 

or 

.!l'(Z) A = k(Z) A. (5-3) 

If Fis nonexact (in particular if W is compact), L< coincides with L. If F is exact, 
L is. the commutator ideal of LC and dim U/L = I. Avez and Lichnerowicz [13] 
have proved the following: 

THEOREM 9. Let (W, F) be a symplectic manifold and Nits Poisson Lie algebra. 
If Wis noncompact, each derivation D of N is given by .!l'(Z) + k(Z), where Z E LC. 
If Wis compact, each derivation D of N is given by: 

Du = .!l'(Z) u + c r UTJ 
•W 

where Z E L, c E IR, and TJ is the symplectic volume element; these are nonlocal deri
i·ations (for c ¥= 0). 

We suppose now that W is noncompact. The results concerning the compact case 
are similar, since it is possible to prove that the nonlocal derivations do not appear 
in the following study. 

(b) Consider an infinitesimal Vey deformation of the Poisson Lie algebra of 
the symplectic manifold (W, A) 

Qi(u, v; v) = P(u, v) + (v/3 !) Q3(u, v) (5-4) 

where Q3 is a 2-cocycle satisfying Proposition 7; we have 

Q3 = Sr3+ 8K (5-5) 

where I' is a symplectic connection and where K is a differential operator of order ~2. 
An infinitesimal automorphism fl-independent of v-ofthe bracket (5-4) is defined 

by an endomorphism D: N-+- N such that, for every u, v EN and v EC, we have: 

(5-6) 

The space of these infinitesimal automorphisms admits, for the natural bracket of 
the endomorphisms, a structure of Lie algebra. For v = 0, we obtain oD = O; 
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that is, D is a derivation of the Poisson Lie algebra. It follows from the above theorem 
that necessarily 

D = ..'l'(Z) + k(Z) (ZEV) (5-7) 

and (5-6) is then reduced to 

83D(u, v) == Q3(Du, v) + Q3(u, Dv) - DQ3(u, v) = 0. (5-8) 

(c) Consider the differential operator K of order 2 introduced in (5-5). This 
operator is defined in terms of the connection I' by a symmetric contra variant 2-tensor 
H, a vector J, and a constant c so that, on the domain U of a chart, we have: 

(5-9) 

Here c is a constant since oK is null on the constants (as noticed at the end 
of Section 3b). 

We obtain easily according to the Ricci identity 

8K(u, v)lu = Aii V;Hk1('Vk1u V;v - Vk1v V;u) - AiJHk1(Vkiu 'V'i1v - Vk;v Viiu) 

- At;Hk1Rr,,1c(V,u V1v - V,v "i11u) 

where we have introduced the curvature tensor of r. 
We are led to evaluate, for D = !l!(Z) + k(Z) (with Z E Le): 

Ez(u, v) == BK(Du, v) + 8K(u, Dv) - DBK(u, v); 

that is: 

(5-10) 

Ez(u, v) = 8K(!l!(Z) u, v) + BK(u, !l!(Z) v) - !l!(Z) 8K(u, v) + k(Z) oK(u, v). (5-11) 

We have the following lemma: 

LEMMA IO. The bidifferential operator Ez de.fined by (5-11), where Z EV, is 
of maximum order 2 on each argument. 

Proof. Computing (5-11) with the help of (5-10) and the identity 

(!l!(Z) v,.vl - V,.Vi!l!(Z)) u = (..'l'(Z) I')~I V,u 

we see immediately that all terms in Ez of order >2 in each argument cancel out, and 
the lemma is proved. 
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(d) We have 

83D(u, v) = Sr3(If'(Z) u, v) + Sr3(u, It'(Z) v) - If'(Z)S3I'(u, v) 

+ k(Z) Sr3(u, v) + Ez(u, v). 

77 

(5-12) 

Introduce the symmetric covariant 3-tensor T = It'(Z) I' and the differential operator 
Br corresponding to I' and T defined in (4-4). It follows from (5-12) that: 

83D = -cBr - 4k(Z) Sr3 + Ez (5-13) 

and (5-8) can be written, on the domain U of a natural chart: 

A'111A'oi•A'-1•{(It'(X.,) T);112,. (It'(X,,) I')ii1•1• - (It'(X,.) I')111,1. (It'(X,,) n,,'•'• 
+ 4k(Z)(It'(X.,) I');

1
; 213 (It'(X,,) I')fi1,13} - Ez(u, v) = 0. (5-14) 

Let x be a point of U and introduce an element u of N admitting a null 2-jet at x. 
We have at this point: 

(It'(X,,) D(x) = 0, (It'(X,.) I')I'(x) = T 

where we can choose arbitrarily the symmetric 3-tensor.,. related, according to (4-1), 
to the third derivatives of u at x. Lemma 10 gives Ez(u, v)(x) = 0 and we deduce 
from (5-14): 

Ti1i•
1•[(£'(X.,) n,,,,,. + 2k(Z)(It'(X.,) I'),,,,,a](x) = 0. 

It follows that necessarily, for every v EN 

£'(X.,) T + 4k(Z) It'(X.,) I' = 0. (5-15) 

If we take for v an element of N admitting a null 2-jet at x, we obtain k(Z) = 0. 
Therefore Z belongs necessarily to the Lie algebra L; (5-15) gives the result 

Z(X.,) T= 0 (5-16) 

for every v E N. 
Consider an element v e N such that (i\1v)(x) = 0, (81v)(x) being arbitrary. 

According to (4-2), we have at x: 

(81eTt1t2tJ(x) = 0 

and the components T1 1 1 of T are constant on U. We shall raise indices in T with 
the help of A. 

1 2 
• 

If v is now a function such that at x: 
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where r is an arbitrary symmetric 2-tensor, (5-16) gives at x: 

(5-17) 

Choose for r a tensor which has as only non vanishing component r 11 = l; take 
i1 = I and successively i2 = i3 = I; i2 = I, i3 =I= I; i 2 =I= I, i3 =I= I. We obtain 
Tt.,. = 0 for arbitrary indices i 2 , i3 ; I being an arbitrary index, it follows T = O; 
that is, 

.2'(Z) I'= 0. (5-18) 

Z preserves the connection I'. In particular Z preserves separately Sr3 and 8K. A 
similar argument shows that if Z preserves /l, I', and also 8K, we have with the repre
sentation (5-9) 

!l'(Z) H = 0 (5-19) 

and 
[!l'(Z) J, 11] = 0. (5-20) 

The vector field .2'(Z) J defines a symplectic i.t. 
We note that the same argument proves also the uniqueness of the connection defined 

by Proposition 7. 
We denote by Ls A the symplectic subalgebra of the Lie algebra of the affine infini

tesimal transformations corresponding to the connection I'. Let L(QJ be the Lie 
algebra of infinitesimal automorphisms (independent of v) of the bracket (5-4) (Vey 
infinitesimal deformation). We have proved: 

THEOREM 11. The Lie algebra L(Q1) of infinitesimal automorphisms of the bracket 
Q1 which do not depend on v is a suba!gebra of the algebra Ls A of the symplectic affine 
infinitesimal transformations of the symplectic connection I' associated with the 2-cocycle 
Q3• Therefore L(QJ is finite dimensional. 

We note that if Q3 = Sr3
, we have L(Q1) = LsA . 

For a Vey Lie algebra, with the bracket Q given by (4-10),it follows from Theorem 11 
that: 

COROLLARY 12. The Lie algebra L(Q) of the derivations independent of v of a 
formal Vey Lie algebra is.finite dimensional. If (W, A, I') is a flat symp/ectic manifold 
and M the natural Moyal-Vey bracket given by the sine function, we have L(M) = LsA · 

(e) Remarks. Invariance of a Vey deformation. 

(i) The Lie algebra of vector fields Z (infinitesimal geometric transformations 
of the manifold W) which do not depend on v and preserve the bracket Q1 is also 
L(QJ [9]. (We note that in this case necessarily Z E L.) 

(ii) If we now look for vector fields z. = Z0 + vZ1 , where Z0 and Z1 are 
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vector fields independent of v, which preserve an infinitesimal Vey deformation Q1 

given by (5-4), we see immediately that Z0 E L(Q1) and the invariance of Q1 (in our 
notations) reduces to: 

i([A, [Z0 , J] + Z 1])(du A dv) = 0: 

PROPOSITION 13. A vector field Z 0 + vZ1 preserves an infinitesimal Vey defor
mation Q1 if and only if Z0 E L(Q1) and [Z0 , l] + Z1 EL. 

(iii) More generally. if we look for a formal series 

(5-21) 

preserving formally a Vey deformation Q given by (4-10), we need more information 
on the 2-cochains Q2'+1• In the case of a fiat symplectic manifold, (5-21) will preserve 
formaJJy the natural Moyal-Vey bracket given by (3-10) if and only if, for every r, 
2'(Z,) A = 0 = !l'(Z,) I', that is Z, E Ls A • For instance, in the case W = R2" 

with the usual connection and the usual Moya! bracket, z; belongs to the algebra 
of affine symplectic transformations with coefficients in the field of formal series in v. 

(iv) Still more generally for a flat Poisson manifold W, if uA EN has an inverse 
(uA*)-1 with respect to the *A product (3-8), v r+ uA *Av *A (uA *)-1 is an automorphism 
of N( W) depending on Ii. This leads us to the next section. 

6. DERIVATIONS DEPENDING ON v OF A VEY LIE ALGEBRA 

Consider linear maps Dv : N->- E(N; v) defined by means of the formal series: 

"'-

D, = I v•D, (6-1) 
8=0 

where D, is an endomorphism of N independent of v. 
Let us look for derivations D, of a formal Vey Lie algebra corresponding to a 

bracket defined by (4-10); we will have formally, for every u, v EN: 

Q(D,u, v; v) + Q(u, D,v; v) - D,Q(u, v; v) = 0. (6-2) 

(a) Taking the term of (6-2) independent of v, we see first that D0 is a derivation 
of the Poisson Lie algebra. There is a Z 0 = Z EU such that 

D0 = !l'(Z) + k(Z). 

For the term linear in v, we obtain with the above notations: 

(6-3) 

595/ur/r-6 
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If we set T = .!if(Z) I', we deduce from (5-13) that (6-3) can be written: 

8D1 - (l/3!)(8Br + 4k(Z)Sr3 
- Ez) = 0, (6-4) 

where Ez is a bidifferential operator of maximum order 2. It follows from (6-4) that 
8D1 is a bidifferential operator of maximum order 3. Therefore D1 is necessarily a 
differential operator of maximum order 3 and 8D1 has no terms of bidifferential type 
(3, 3). This fact implies k(Z) = 0. We obtain 

LEMMA 14. We have necessarily D0 = .9!(Z0), where Z 0 EL. 

(b) If D is an endomorphism of N, we set: 

(82r+1D)(u, v) ;=:; Q2r+1(Du, v) + Q2r+l(u, Dv) - DQ2r+1(u, v). (6-5) 

Let Z be an element of L. If U is a contractible domain of W, there is a function 
Wu e N(U), defined up to an additive constant, such that: 

Z I u = µ,-1(dwu). (6-6) 

Since Q2r+1 is null on the constants, we can define a differential operator Q~+l of 
order (2r + 1) by 

(u EN). (6-7) 

It is easy to verify that, if Z EL satisfies (6-6) on U, we have: 

(82r+1.9!(Z) + oQ¥+l)(u, v)I u = -8Q2r+l(u I u' v I u' Wu). (6-8) 

For r = 1, 8Q3 = 0 and (6-3) can be written with the above notations: 

We thus obtain: 

PROPosmoN 15. The derivations D. = D0 + vD1 of Q up to the order 2 are given 
by: 

where Z0 EL and Z 1 EU. 

(c) Q being a deformation of the Poisson Lie algebra, we have: 

1 8Q2Hl(u v w) - '\' S I Q2r+l(Q2s+l(u, v), w) (6-9) 
(2t + 1)! ' ' - rf:-t (2r + 1)! (2s + 1)! 

r,a;;.1 
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where S is the summation after cyclic permutation on u, v, w. According to the deft.
nation of Q¥+1, we have on the domain U, for Z EL satisfying (6-6): 

(u, v EN), (6-10) 

where !/'is the symmetrizer in (r, s). It follows from (6-8), (6-9), (6-10) that for Z EL: 

(2t ~ l)! (82i+12"(Z) + oQ~+i) = - ,.J;_t (2r + I)!\2s + 1)! ll2,+iQ~+1. (6-11) 
r.1;;.1 

We deduce from (6-11) that D. defined by (6-1) satisfies formally (6-2) if and only if 
for each t = I, 2, ... : 

cDt - (2t ~ 1)! oQ~.+i + ,J;_t (2r ! I)! 82r+1 (n1 - (2s ! I)! Q~+1) = o. 
r.1;;.1 

(d) Consider a derivation of Q: 

1-1 

D - " v1D ... -L,, , 
1-0 

up to the order t. We shall prove by induction that we have for s ~ t - 2 

that is: 

D " 1 Q2r"+1 
I = L_., (2r' + 1)! z,, > 

r'+•'-a 
r'.1';;.o 

(6-12) 

D 1 Q2•+1 + " l Qzr' +l + .P(Z ) (6 13) 1 = (2s + l)! Zo r'+"-:--i (2r' + l)! z,, ' -
r' .1';)1 

where Z, EL for s = 0, 1, ... , (t - 2) and for s = t - 1: 

D1-1 = (2t ~ I)! Q~1 + r'+~t-1 (2r' ~ 1)! Q~:.+1 + .cl'(Z1-1) + k(Z1-1) (6-14) 

where Z 1_1 E LC. 
Ifwe introduce (6-13), (6-14) in (6-12), we obtain: 

oD I oQ2t+1 + 'I:" 1 ~ Q2r' +1 
1 

- (2t + 1)! Zo L., (2r + I)! (2r' + 1)1 °2r+I z, 
r+r'+a-t · 
r.r';•;>l 

1 1 + L (2r + l)! Oir+i.P(Z1) + 3! 03(.cl'(Z1_J + k(Z1_1)) = 0. (6-15) 
r+.1-t 

r;;.2.1;;.i 
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But, according to (6-11), we have for s ~ t - 2: 

(2r ! I)! (82r+1!t'(Z.) + 8Q~+I) = - r'+~-r (2r' + 1)!\2s' + 1)! 82r'+1Q~'+1. 
r',s';~l 

Changing the notations, we obtain: 

" 1 0 CP(Z) + "' } <> Q2r'+I 
L, (2 + 1·)1 2r+1.z. s L.., (2r + l)! (2r' + 1)1. u2r+1 z. 

r+s-t r . r+r'+•=t 
r;;.2,a;.1 r.r',s;;.1 

I l 8Q2T+l 
r+s=t (2r + I)! z. 

r;.2.91 

and (6.15) can be written 

1 
oD1 - ( 2t + l)! 8Q~0+1 

I (2r ~ l)! 8Q~.+I + ;, 8a(.!R(Z,_1) + k(Zi-1)) = 0. (6-16) 
r+s-t 

r;;.2,s;;.1 

We see that 83(.!R(Z1_ 1) + k(Z1_ 1)) is an exact 2-cocycle. The argument of Section 
6a gives k(Z1_ 1) = 0 and Z1_ 1 belongs necessarily to L. We obtain: 

8 (n 1 Q2t+I " 1 Q2zr.+1) = O. 
t - (2t + !)! 20 - L.., (2r + 1)' r+sst · 

r,s;;.1 

Therefore: 

Di= 1 Q2t+1 + '°' 1 Q2zr,+1 + !t'(Z1) + k(Zi) 
(2t + l)! 20 ,j-:_1 (2r + 1)! 

r,s;;.1 

where Z 1 ED. We have proved: 

PROPOSITION 16. The derivations D. of Q up to the order t are given by (6-13) 
and (6-14). 

(e) We denote by L * the Lie algebra of the globally Hamiltonian vector fields. 
It is known that [L, L] = L* and dim Lf L* = b1(W), where b1(W) is the first Betti 
number of W. Let E(L; v) (resp. E(L *; v)) be the space of the formal series in v with 
coefficients in the Lie algebra L (resp. L *). An element z. of E(L; v) is given by: 

"' z. = I v•z. (Z, EL). (6-17) 
•-0 

E(L; v) admits a natural structure of Lie algebra given by the bracket of the vector 
fields and [E(L; v), E(L; v)] = E(L*; v). 
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It follows from the above proposition that there is an isomorphism from the 
space E(L; v) onto the space of the derivations 

,,._ 

Dv = L vtDt 
t~o 

defined by p: Zv -->- Dv, with: 

' Q2T-'-l 
L. (2r + I)! z, . 

If Z belongs to L, we obtain 

,,._ vt 
(Z) ' Q2zt+i 

p = 
1
':-0 (2t ~- I)! 

and we have: 

~ T-+-8 -r. 

(z ) ' v Q2r-1 '°' ., (Z ) 
p • = r~o (2r +I)! z, = ,'::o v p •. 

(6-18) 

(6-19) 

(6-20) 

If z. E E(L *; v) we obtain an inner derivation of the Vey Lie algebra and if 
Z,' E E(L*; v) we have in the sense of the endomorphisms of E(N; v): 

p([Zv, z;]) = p(Z.) p(Zv') - p(Zv') p(Zv). (6-21) 

If we consider a contractible domain of W, the formula (6-21) can be extended to 
arbitrary z., z; E E(L; v). Therefore pis an isomorphism of the Lie algebra E(L; A) 

onto the Lie algebra of the derivations. We have proved: 

THEOREM 17. The Lie algebra of the derivations of a Vey Lie algebra defined 
by Q is isomorphic with the Lie algebra E(L; v) by the following isomorphism 
p: Zv E E(L; v) r- Dv, where 

D ' vr.,.• Q2r-1 
• = L. (2r + l)! z, 

'·' 
(r, s ~ 0). 

The Lie algebra of the inner derivations is isomorphic to the Lie algebra E(L *; v) 
and the first cohomology space fP(Q) of the Vey Lie algebra for the Chevalley 
cohomology is isomorphic to E(L; v)f E(L *; v). If b1(W) = 0, all the derivations of 
a Vey Lie algebra are inner derivations. 

The derivations of associative algebra deformations giving rise to a Vey Lie algebra 
coincide with the (local) derivations of that Lie algebra. 
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7. C-EQUIVALENCE OF DEFORMATIONS OF N 

(a) Let [u, v~0> be a formal deformation of N 

(7-1) 

where the c;0> (r ~ 1) are differentiable 2-cochains on N. 
Consider an alternate bilinear map N X N-+ E(N; v) which gives a formal series 

in v: 

[u, v]~1> = f v'c;1)(u, v) = {u, v} + I v'C~1>(u, v) (7-2) 
r=O r-1 

where the c;1> (r ~ 1) are also differentiable 2-cochains on N. All these cochains 
can be extended naturally to E(N; v). We set: 

n;1>cu, v, w> = I sc;1)cc!1>cu, v), w). 
r+s=t 
r.s;;.o 

We have D~1 > = O; (7-2) is a deformation if and only if m1
> = 0 for t = 1, 2, .... 

Consider next a formal series in v: 

00 ., 

T. = L v•T. = Id + L v•T, (7-3) 

where the T, are differential operators on N; T. acts naturally on E(N; v). We have 
also a natural definition of a product T. · r: and of the inverse T;1 of T • . Consider: 

T.[u, v]~1 ) - [T.u, T.ii]!0
) = f vtFi(u, v) 

t=O 

where we have introduced the 2-cochains: 

(r, s, s' ~ 0). 
r+•-t r+a+s~-t 

We have F0 = 0. We set: 

G1(u, v) = I r.c;1)(u, v) - I c;0>cr,u, T_,ll) - I {T,u, T,,v} 
r+s-t r+s+•'-t s+s'-t 

- I cc;0>cr.u, v) + c;0>cu, T,v)) (r, s, s' ~ I) 
r+a-t 
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and we obtain: 

Ft = cf1> - c;0
> - oTt + G1 . (7-4) 

If we evaluate ST,[[u, v ]~1 l, w ]~1 > in two different ways, we obtain: 

LEMMA 18. The formal deformation (7-1) being given, for each bilinear map (7-2) 
and for eachformal series (7-3), we have the identities fort= I, 2, ... : 

D~1>(u, v, w) + I T.D!1>(u, r, w) 
r+B-t 

= -BFi(u, v, w) + S I FrCC!1>(u, v), w) + S L {F,(u, v), T,w} 
(7-5) r+•-t 

+ s I c;0>(F.(u, v), w) + s L c;0>cp .(u, v), T.,w) (r, s, s' ~ I). 
r+a+•'-t 

Suppose (7-2), (7-3) such that we have formally the identity: 

T.[u, v]~1> - [T.u, T.v]~o> = 0, (7-6) 

that is Ft = 0 (t = 1, 2, ... ). We have c:11 = C~0> + BTt - Gt . It follows that (7-3) 
determines (7-2) satisfying (7-6) in a unique way. For this map (7-2), we deduce from 
{7-5): 

Dl1>(u, v, w) + L· T,D~1>(u, v, w) = 0 (r, s ~ I; t = 1, 2, ... ) 
r+1-t 

and so, by induction, Djl> = O for each t. Therefore (7-2) satisfies formally the 
Jacobi identity. 

PROPOSITION 19. The formal deformation (7-1) being given, each formal series 
(7-3) generates a unique bilinear map (1-2) satisfying (7-6). This map is a new formal 
deformation of the Lie algebra N. 

(b) We are led to the following definition. 

DEFINffiON 20. Two formal deformations of N are called cohomologically equivalent 
{c-equivalent) if there is a formal series (1-3) such that the identity (1-6) is formally 
satisfied. 

It is easy to verify that we have defined thus effectively an equivalence relation. 
Consider a formal deformation [u, v ]!1

> of N (Dl1' = 0 fort = I, 2, ... ) and suppose 
this deformation c-equivalent to the deformation [u, v]!01, up to the order q: We have 
by assumption F, = 0 fort= 1, 2, ... , (q - 1) for some T/s, that is c;1

> - Cl0
' + 

Gt = BT1 (t = 1, ... , (q - I)). Fort = q, (7-5) gives only 

8(C!1
> - c~o> + Gq) = 0. 
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The deformation [u, v]!1
> is c-equivalent to the deformation [u, v]~0' up to the order 

(q + 1) if the 2-cocycle (CJ1
> - c~0> + G0) is exact. The cohomology class defined by 

this 2-cocycle is the obstruction to the c-equivalence at the order q. 
We have G1 = 0. An irifi,nitesimal deformation defined by the 2-cocycle c{1> is 

c-equivalent to the infinitesimal deformation defined by the 2-cocycle c~0> if the 
2-cocycle ( C~1> - C1°» is exact. 

We recaIJ that, for the flat case, we have for the local Chevalley cohomology: 

dim H 2(N) = I. 

Therefore, at each order q, we have in the flat case only two choices of cochains Ca, 
up to c-equivalence of formal deformations (the trivial, and the one given by the 
cohomology class /3): altogether, we have at most 2° deformations (up to c-equivalence) 
at order q, and 2K0 = 1(1 classes of formal deformations. However, at each level there 
is only one nontrivial choice to make in this case. 

8. GENERAL DEFORMATIONS OF THE ASSOCIATIVE ALGEBRA N 
(A STAR-PRODUCT IS BORN) 

We saw that (3-14) defines a deformation of the associative algebra N of C"" func
tions over a symplectic manifold W if I' is without torsion and curvature. It is natural 
to ask whether a formula analogous to (4-10) can be obtained for the associative 
algebra when such connections do not exist. Vey proved the existence of a Lie algebra 
deformation (4-10)-without giving explicit formulas for Q2r+l when r > I-under 
the technical assumption H 3(W; IR) = 0 by tracing at each step the possible obstruc
tions to the continuation of the truncated deformation in the (finite-dimensional) 
third differentiable cohomology space. However, in the associative case the obstruc
tions space is isomorphic to the huge functional space of the global sections over W 
of the fiber bundle A3TW (skew-symmetric 3-tensor fields): the same method is 
therefore impractical, except of course when dim W = 2, in which case the obstruc
tions disappear. As a matter of fact, Vey was able to find cochains Qr satisfying the 
associative property modulo terms of higher order in i\ only up to the order r = 5. 

We shall present a procedure for obtaining an associative deformation which we 
may write symbolically as exp(i\Q)(u, v): 

"' A_r 
u *~ v = uv + L I Qr(u, v), 

r=l r. 
u, v EN (8-1) 

where Q1 = P and the cochains Q' are explicitly determined, when the manifold W 
can be imbedded in some JR2k in a suitable way. We shall illustrate the procedure by 
an example (14] that will be needed later for the hydrogen atom problem. 
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Let the sphere si be imbedded in [RZ+i with radius 1, and consider the symplectic 
manifold W = T*S1 in W = 1R2z+ 2 = T*IR1+l defined by the two constraints [15]: 

Z+l Z+l 
I 1T 12 = I (7T~)2 = ], 7T • g == I 7T·e. = o. (8-2) 

•=l •=l 

Here (7T°', ga.) are canonical coordinates of T*!R1+l and this space is endowed with the 
usual symplectic structure P = :L~:~ d1T• A dg •. We shall denote by f' the canonical 
flat symplectic connection of w, so that in the coordinates (7T~, e.) the covariant 
derivative is nothing but the usual partial derivative, and by pr the bidifferential 
operator defined by (3-1)-the rth power of the Poisson bracket P of W in the 
canonical coordinates. 

Notice that Nt I 7T 12, 7T • g/l 7T 12) = I; that is, Wis defined by a pair of canonically 
conjugate constraints. In accordance with the general theory of second-class sub
manifolds [6c, 16a] the canonical symplectic form F of W, induced by P, defines the 
Poisson bracket P of W. 

We shall now define a "thickening" of W to an open subset of W by a group G 
of symplectic transformations, so that on G-invariant functions P will coincide 
with P. Moreover G will be chosen as a subgroup of Sp(2! + 2, IR), hence, will be 
affine symplectic for P, so that the restriction of pr to G-invariant functions will still 
be a G-invariant function and thus define a cochain Qr on N(W). More precisely, 
let G be the following representation of the two-dimensional (non-Abelian) solvable 
group in IR21+2: 

p > 0, a E IR. (8-3) 

The space of the orbits of G in W0 = (1R1+1 - {O}) x 1R1+1 is diffeomorphic to 
W = T*S1, the projection of W0 onto W being given by 

Note that it is the representation of W as a suitable quotient that matters, the 
imbedding being used for commodity only. Now cf> defines an isomorphism¢ between 
the space NG of differentiable G-invariant functions on W0 and N = N(W) by 

f,-1 : u;-.. u = u o cf>. 

From what has been said before, we take ¢(P(u, v)) = P(u, v). The group G is 
generated in W by the vector fields 

(8-4) 

We have 

2'(Z)A = 0 = 2'(T)A, .!l'(Z) f' = 0 = .!l'(T) f'; 
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therefore, with V defined in W by f', for every u, v E N 0 : 

(8-5) 

(summation A, B = 1, ... , 21 + 2) so that we can define, for u, v e N: 

(8-6) 

and (8-1) defines in a natural and global way an associative *A-product on N(W), 
with a corresponding Vey deformation 

"' 
Q.(u, v) = L (vr/(2r + 1)!) Q2r+i(u, v). (8-7) 

,._o 

This procedure can obviously be generaliz.ed to other symplectic manifolds that 
can be realized as quotients of an open set in some IR2k, foliated by the orbits of an 
affine symplectic subgroup. For example, one could take a hyperboloid instead of a 
sphere by replacing in (8-2) the Euclidean summation by a pseudo-Euclidean one. 
(It is important to take I TT 12 =;6 0 because the cone is G-invariant. When [ 7T [2 = 0 
one does not have a pair of conjugate constraints and the representation of Was a 
quotient fails.) Using procedures of this kind [16b], twisted products for cotangent 
bundles of most classical groups and Stiefel manifolds have been obtained. 

9. INVARIANT *-PRODUCTS 

(a) Let (W, A) be a Poisson manifold and N = C"'(W, IC). For f, g EN, 
{f, g} = A(df, dg). Every a EN defines an infinitesimal canonical transformation given 
by Xaf = {a, f} that preserves the Poisson bracket (Jacobi identity): 

X.{f, g} = {X.f, g} + {f, Xa g}, 'r/f, gE N. 

This is an inner derivation of the Poisson Lie algebra N. 
Let a *-product on W (a bilinear, associative, internal composition law on N) 

be given and let a EN. We say that the *-product is a-invariant if Xa preserves the 
*-product: 

X.(f * g) = (X.J) * g + f * (X.g). 

In other words 

{a,f * g} = {a,f} * g + f *{a, g}, 'r/f, ge N. (9-1) 

If the *-product is a-invariant and b-invariant then it is {a, b}-invariant. The set of 
all a E N for which the *-product is a-invariant is thus a Poisson Lie algebra of deri
vations of N (with the *-product structure). 
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{b) Conversely, let .91 be any finite-dimensional subalgebra of the Poisson Lie 
algebra N. We pose the problem of constructing a *-product on W that is .91-invariant; 
that is, a-invariant for every a Ed. This, in our view, is a central problem of quanti
zation, a problem that is discussed at length in the companion article [IOJ. Recall 
that the Moyal *-product is invariant under the group of affine symplectic trans
formations, and that conventional quantization realizes this group as a group of 
unitary operators. In general, the ex. functions on W that belong to d C N will be 
taken to have significance as a preferred set of physical observables; hence we require 
that the Lie algebra d be preserved by the deformation; precisely (henceforth we 
write * for *•) 

Va, bed (9-2) 

where ili/2 = A is the deformation parameter. In addition, it will be supposed that the 
set of observables belonging to d is "sufficiently large." Let {LA} (A = 1, ... , m) 
be a basis ford and Jet J be the map of W into .91* given by x ~ g(x) where gA(x) = 
LA(x) [ 17). The action of the vector field Xa in Wis now transferred to the image of 
J by dJ and this is just the coadjoint action ad*-" of d in s.t*. The image 
M of W by the map J is therefore an ad* _,,,-invariant submanifold of .!4*. 
The algebra dis "sufficiently large" if this manifold is diffeomorphic to the manifold 
of actual interest; this happens if J: W ....... Mis locally bijective (if Wis the manifold 
of interest) or more generally if we are interested in constraint manifolds with con
straints in Ker J. In any case we now direct the attention to MC d* and formulate 
a precise mathematical problem. 

(c) Let d be a Lie algebra of dimension m over R and d* its real dual. We 
identify d with the spaced** of linear functionals over .91*; in particular this means 
that a basis {LA} (A = l, ... , m) for .91 is also a set of coordinates for .91*. A poly
nomial over .91* is a polynomial in L1, •• ., Lm with coefficients in C. We denote by 
U(d) the enveloping algebra and by S(.91) the symmetric algebra of the complex 
extension of d, and by~ the algebra of polynomials over .91*, naturally isomorphic 
to S(d) [18]. The natural Poisson structure on d* was described in Section 2. 

Let M be an algebraic submanifold of .91 *, invariant under ad*-" , and let ll denote 
the projection of f!/, ~ -+- ~/J where J is the ideal of polynomials in f!i' vanishing 
on M. Thus Ker ll = J = {f E !!/;/I M = O} and JI(f:P) = f!i'/Ker ll. Commu
tativity of the diagram 

f,g 

-------{t,g} ~ 
---- ------- { t'' g'} 
n --.....t' ,g' 

defines the Poisson bracket {j', g'} on ll(f!i') and induces on M the structure of a 
Poisson manifold. This is well defined because Kern is add-invariant: f E Ker II => 

{a,f}eKerII, 'Vaed. 
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DEFINITION 21. An invariant *-product on M is an internal composition law on 
II(f!ll), written!, g 1-+ f *g, associative and distributive over C, such that 

. b b ·J:.{ b} v E .._., a, E ,y~, k * f = f * k = kf, l wk "'· b --4 

a "' - * a = 1ri a, , V . II gi 
{a.f * g} = {a,f} * g + f *{a, g}, 'f, g e ( ). 

(9-4) 

Here and below we still denote by a, b the restrictions to M of a, b E .9/, considered 
as linear functions on A*. The problem that we are interested in is the construction 
of all invariant *-products on M. Concerning the motivation, we may add that the 
restriction of .91* to M sometimes has a direct physical interpretation. In fact, any 
element q in the center of the Lie algebra ~ (with Poisson bracket) is a canonical 
invariant and is expected to remain so after quantization. Fixing q in lR defines an 
invariant submanifold M of .91*; see also Section 1 lb. 

10. EXAMPLES OF INVARIANT *-PRODUCTS 

We shall make use of the formula (3-8) to obtain some examples of invariant 
*-products. 

(a) Let (W, F, I') be a connected, paracompact, symplectic C"' manifold of 
dimension 2n, fundamental 2-form F, and connection I'. It will be assumed throughout 
that the covariant derivative '\/ of F vanishes. Let {xi} (i, j = 1, ... , 2n) be a local chart 
with domain U. For u, v e C"'(W, C) define 

(10-1) 

with >. = in/2 and 

(10-2) 

Recall from Section 3d that this product is associative if and only if the torsion and 
the curvature of I' vanish and suppose that this is the case. Denote by Inv(F, I') the 
subalgebra of the Poisson Lie algebra N = C"'(W, C) that consists of all a EN, 
independent of>., such that (10-1) is a-invariant (Section 9a). This algebra is iso
morphic to-and, if I'= 0, equal to-the semidirect product of Sp(2n, IR) and the 
Heisenberg Lie algebra Hn. Of course, its representation by vector fields (considered 
in Section 5) is the semidirect product of Sp(2n, !R) and the Abelian algebra ~2n. 

(b) Let .91 be any subalgebra of Inv(F, I') and J the map of W into .91* defined 
in Section 9c. Let M = Im(J) C .91* and denote by J* the map of Cct',(M, C) into 
N defined by 

J*:f'r-+ f 0 J. (10-3) 
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Finally, let N0 = Im(J*) C N and assume that N0 is a *-subalgebra of N. In that case 
a *-product on M is defined by 

(f * g) •. J = (f 0 J) * ( g cf). (10-4) 

We give some examples, taking (W, F, I') to be IJln x !Rn with the ordinary symplectic 
structure. 

EXAMPLE 22. Let d = Hn with basis x1, ... , x2n, x2n+1 = e; M = lm(J) is deter
mined by e = 1 and is a single 2n-dimensional orbit of ad*Jll' ind*. Moreover, 
ad* sr; can be identified with W, J is the identity map, and N0 = N. 

EXAMPLE 23. .Let d = Sp(2n, IR) with basis {xi xi} (i,j = I, ... , 2n); Mis a single, 
2n-dimensional orbit; N0 consists of all even functions of x1, ... , x2n and is a *-sub-
algebra of N. 

EXAMPLE 24. Let x1,,.., x 2n = q1, ... , q"; p1, ... 1 pn, and .Pf = SO(n) with basis 
Di = qipf - qfp' (i,j = I,,,., n). The commutant !JI of din Inv(F, I') has the basis 
L q•q•, L qipi, LP;P'· The commutant N94 of !JI in N consists of functions of VJ 
and therefore it coincides with N0 • It follows (see the Lemma below) that N0 is a 
*-subalgebra of N. Jn this case M contains many orbits. 

This last example has a number of easy generalizations; thus one may introduce 
a symmetric, nondegenerate form g on R" and take for PA the span of g(q, q), g(q, p), 
g( p, p), obtaining an invariant *-product on Med*, where d is the pseudo
orthogonal algebra defined by g. The success of these constructions depends on 

LEMMA 25. Let PA be any subalgebra of Inv(F, I') and N di the commutant of 36 
in N; then N ;11 is a *-subalgebra of N. 

Proof. lfu, v E N91 andb ePA Cinv(F, I'), then{b,u*v}= {b, u}* v + u*{b, v}= 0 
so that u * v e N 111 • 

These ideas have interesting applications to systems with constraints, especially in 
connection with the problem of quantization. Such applications, where one takes 
for 84 the algebra of first and second class constraints, are discussed in Section 8 
and in Part II [IO]. 

(c) We return to a fiat symplectic (W, F, I') with structure tensor A = p.-1(F). 
For x EU, let 

(10-5) 

be the components of dJ I., . Any contravariant tensor S(x) with components S'1···11(x) 
at x determines a contravariant tensor S(g) = dJ J., S(x) at g = J(x), with components 

(10-6) 
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and a tensor field S on W, projectable by J, determines a tensor field on M = Im(J). 
In particular, 

(10-7) 

and A describes the restriction AM to M of the structure 2-tensor of d* introduced 
in Section 2a. A tensor defined by (10-6) vanishes if any argument is in Ker(dJ !,,); 
therefore by restriction to TtM a J-projectable tensor field Son W defines by (10-6) 
a tensor field SM on M. Note that any tensor field SM on M can be defined by compo
nents with respect to a basis ind*. 

From now on it will be supposed that the map J: W-+ M is locally bijective. 
[If J is locally bijective except on a subset of lower dimension one removes this subset 
from W.] In this case M is an orbit of ad* .w in d* and .AM determines a symplectic 
structure on M; also Ker(dJ) = Ker A. We stress that this limitation is a matter of 
convenience, since a *-product is induced on M under the weaker condition that 
N0 be a *-subalgebra of N. 

The image f' = dJ(I') is a "pseudoconnection" and its components can be defined 
by 

(10-8} 

where L~1 = o2Lc/8xk ox1• We can set AAnf~c = f',1.s.c, so that the components 
f'~B of the "pseudoconnection" are determined (and need to be determined) only 
to the extent that they are defined by this identity. 

The "contra variant derivative" of the field (10-6) is the image by dJ of the contra
variant derivative of S. Since S vanishes on Ker A, its components are well defined by 

k 
{LB; SA1···A•} = {LB, SAr··Ak} _ L f'BA,SAr··C···A•. (10-9} 

l-1 

The *-product f * g for f, g E C<G(M, C) was defined by (10-4); direct calculation 
gives 

(10-10} 

where 

(10-1 I} 

and where the "covariant components" gA ···A are defined (and need to be defined) 
1 k -

only to the extent that they are determined by the equation g8 1···8• = A81A1 ••• 

,ABtAkgA
1
• .. A•. 

(d) Conversely, we may pose the question of finding necessary and sufficient 
conditions on f' in order that (10-10), (10-11) define an associative, invariant 



DEFORMATION THEORY AND QUANTIZATION, I 93 

*-product. Since the covariant derivative of A vanishes, p11< is completely symmetric 
and an elementary calculation gives 

f'AB.C _ f'llA,C = 0, 

f'AB,C - ['BC.A = _ABDc~c. 
(10-12) 

(10-13) 

The last equation is the condition for {LA; .ABC} to vanish; hence (M, A, f') is a 
symplectic manifold with fundamental 2-tensor AM and "pseudoconnection" f' such 
that the contravariant derivative of A vanishes. Moreover, I'is .511-invariant by hypoth
esis and therefore f' is also J?f-invariant, which is expressed by 

(10-14) 

Finally, we express the fact that R(I') vanishes. Let X be a vector field on d* I M 
that vanishes on Ker A and whose components can therefore be expressed as 
as X8 = AA8 f3B. Then one finds 

where the contravariant "curvature tensor" 

ft_ABCD ={LB, f'DA,C} _ {L'', f'DB,C} + f':Cf'BE,D _ f'liCf'AE,D + c:Bf'DE,C 

is the image by dJ of R(I'). Hence R(I') = 0 implies that 

[?_.ABCD = Q. (10-15) 

PROPOSITION 26. The *-product defined by (10-10), (10-11) is d-invariant and 
associative if and only if the "pseudo connection" f' satisfies (10-12)-(10-15). 

(e) Equations (I0-12}-(10-15) imply that 

j ABC ={LC; {L8; {LA,j}}} = 0 if f is linear, (10-16) 

which means that the series that defines LA· * g ends with the third term. If g is a poly
nomial in L1, ... , Lm (more precisely, g eII(rJ;), in the terminology of Section 9), 

(10-17) 

where 

(10-18) 

In particular, 

LA *LB = LALB +MAB+ iA.ZKAB. (10-19) 

Concerning (10-18) we find by direct calculation: 
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PROPOSITION 27. (1) KAB is constant on each orbit; that is, {LA, KBC} = 0. (2) The 
3-tensor K"40C~c is completely skew symmetric [19]. 

The *-product on Mis determined by (10-17); precisely: 

PROPOSITION 28. If f' satisfies (10-12)-(10-15), then (10-17) is compatible with 
a unique invariant *-product on M, namely, that given by (10-10), (10-11). 

EXAMPLE 29. Let w = IR2", r = 0, and .!4 = Sp(2n, ~). The components of F 
and of A = µ,-1(F') are related by 

Lower case Latin indices are raised and lowered as follows 

A basis for d is given by real, second-order polynomials 

A = I, ... , m = n(2n + 1) 

where 'E1J = Efi . Define gAB by 

and normaliz.e so that 

m 
Et'= - I gABJ;fi 

B-1 

EjEBklgAB = o/8/ + s/s/, 
Ef;J;BiJ = 2gAB. 

Here ( g AB) is the inverse matrix of ( gAB). The J;A's may be chosen so that 

1 
-1 

-I 

(10-20) 

(10-21) 

with n2 entries equal to + 1; in that case L1 , ... , L"' span the compact subalgebra. We 
:find 

AA.a= {LA, LB}= -tr(EAE0 EC) LDgcD, 

f'AB.c = LiALllJCii = tr(EBlJCJ;AlJD) LEgDE, 

KAB = 2gAB. 

(10-22) 

(10-23) 

(10-24) 
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The case n = I: Sp(2, IR) is locally isomorphic to S0(2, 1) and is of interest in 
connection with quantization of the harmonic oscillator. In this case we take 

(gAB) = (1 -1 _J• 
f'A.B,C = 2(gAC£B + gBC£A. _ gABLC). 

The centers of [1Jl and of the *-algebra are generated by 

Q = LALBgA.B = 0, 

Q = £.A.* L8gA.B = (A.2/2) K""'8g.A.B = f(ili)Z. 

For future reference we list the lowest order symmetrized *-monomials: 

(1/2!) L LA * LB = £ALB + ).2gAB, 
Perm 

(10-25) 

(10-26) 

(10-27) 

(10-28) 

(10-29) 

(10-30) 

(1/3!) L LA* LB* LC= £ALB£C + tl..2(gAB£C + gAC£B + gBC£A). (10-31) 
Perm 

11. CoNSTRUCTION OF INVARIANT *-PRODUCTS 

(a) We begin by studying invariant *-products on d*. Let us call *-polynomial 
an expression involving elements of C and of d C [1Jl and the operations of addition 
and *-multiplication, and formal *-product algebra (*-algebra for brevity) the algebra 
of *-polynomials with the identifications (9-2). This algebra is obviously isomorphic 
(by rescaling in d) to U(d). A *-product on d* maps the *-polynomials into 
&; precisely: 

PROPOSITION 30. An invariant *-product on d* de.fines a C-linear map 
<I>: U(d) - [1Jl such that, Va Ed: 

<I>(l) = 1, '1>(a) = a/ifz, 

<I> o add(a) = add(a) o <P, 
Ker <I> = bilateral ideal of U(d). 

(11-1) 

Conversely, any C-linear map <P of U(d) onto f!l' that satisfies (11-1) de.fines a *-product 
on d* given by 

VJ, g E f!l' (11-2) 

where <P0 is the bijection U(d)/Ker '1>--.. [1Jl induced by '1>. 

595/I I 1/1-7 
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EXAMPLE 31. The canonical bijection between PJJ and U(.5#), together with a change 
of scale, gives a linear map defined by <P(a") = (a/in)", or a* ... * a = a", Va ed. 
This is the quantization rule proposed by Abellanas and Martinez-Alonso [20}. 

EXAMPLE 32. More generally, for k = 2, 3, ... , let 

(l/k!) I v•1 * ... * LAk = ck,LA1 ... LA1c + yA1 .. ·A1c, (11-3) 
Perm 

where c1c e C and Tis a tensor of rank k whose components are polynomials of order 
less thank. Th.is defines a bijection if C1c =I= 0, k = 2, 3, .... Example 31 is recovered 
by taking c1c = 1 and T = 0. 

A *-product on d* will be called regular if <Pis onto. More generally, let M be any 
algebraic ad*.orr-invariant submanifold of d*, and ll(f?) the associated projection 
of PJJ. To any invariant *-product on M we associate a map lfF (with properties. 
analogous to (II-I)). 

DEFINITION 33. An invariant *-product on M is called regular if the map 
P: U(.ef)-+- II(PJJ) associated with it is onto [21}. 

The *-product (11-3) is regular if c1c =I= 0, k = 2, 3, .... 

(b) Next, consider the possibility of inducing an invariant *-product on M 
by restriction from d*. More generally, let MC M' Ed*, where M and M' are 
ad* ..,,-invariant algebraic submanif olds, and let n be the projection of polynomials. 
induced by the restriction of M' to M. 

DEF1NmoN 34. An invariant *-product on M' is said to be compatible with IT 
if Ker II is *-invariant; that is, if f E Kern implies that a* f E Ker II, Va Ed. 

If an invariant *-product on M' is compatible with II, then commutativity of the 
following diagram induces an invariant *-product on M: 

f,g 

__,,f*Q II 

--- ~f' * g' 

~t' ·-----
,g 

Let Z(fJP) denote the center of the Poisson Lie algebra £!P and let rt' denote the set 
of homomorphisms from Z(f?) to C that reduce to the identity on the scalars. For 
any 1TErt', the family of equations q-71"(q) = 0, VqeZ(f?), defines an ad*.r 
invariant submanif old M1T • If n1T is the projection of [IP defined by MTT we have 
ll,, I Z(PJJ) = 7T. We now restrict ourselves to projections of this type. 

DEFlNITION 35. Let R and R' be commutative rings and z/J: R -+- R' a ring homo
morphism. Let A be an R-module, A' an R' module and if: A -+- A' any map that 
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preserves addition: lJ'(a1 + a2) = lf'(a1) + lJ'(aj. Then lJ' is called (22] semilinear 
(relatively to if), in short ifa-linear, if lJ'(ra) = ifa(r) lJl(a), for all re R and a e A. 

Let Z(d) be the center of U(d) and consider U(St/) as a Z{d)-module and ll11(&1') 
as a C-module. 

PRorosmoN 36. Let '1J: U(d) ~ f?I' be the map associated with any *-product 
on f!l', compatible with FI,,, and </> the restriction of '1J to Z(J?J'). Then tfo = w 0 </> is 
an algebra homomorphism and lJ' = n 0"' is ifi-linear. 

Proof. Let q E Z(&P) and f E f?I'; q - 7T(q) E Ker n11. Since the *-product is com
patible with n11 we have (q - w(q )) * f E Ker n11 and thus ll,,(q * f) = w(q) ll..,(f ). 
Thus for any q e Z(d) and J e U(d), lf'( q/) = ll,, o (q/) = ll,,( r/>(_q) * IP(/)) = 
t/i({) P(j). 

A converse is also true; it will be formulated below. Since, for every q e Z(&P) 
there is some we~ such that w(q) ~ 0, we have 

COROLLARY 37. Let a regular *-product on d* be given, and let '1J be the associated 
map of U(d) onto &I'. Then each of the following statements implies the other two: 

{i) The *-product is compatible with II,, , 'rfo e 'G'; 

(ii) '1J is <P-linear [</> == '1J I Z(d)J; 
(iii) q *f= qf, 'r/qeZ(f?I'), 'r/fefl. 

(11-5) 

DEFINITION 38. A regular, invariant *-product on sl* that satisfies any one 
(and therefore all) of the conditions (11-5) is called normal. The associated map <1> 
will also be called normal in this case; hence any map '1J: U(d)-+ f?I' is normal if 
it is onto, .P-linear, and satisfies (11-1). 

(c) Let an invariant *-product on M,, be given and consider the question of its 
"lifting" to .9f*; the following gives a partial answer that covers the most interesting 
cases: 

THEOREM 39. Let an invariant, regular *-product on M,, be given, with the associated 
map P: U(d) -+ ll,,(f?) supposed ifa-linear from the Z(d)-module U(d) to the C-module 
ll,,(fJIF) (ifa == 1P I Z(.ef)). Suppose that either d = Hn, the Heisenberg algebra, or 
that .91 is semisimple and that the ideal Ker 1P is generated by Ker ifa. Then there exists 
a normal *-product on d* with associated map <P: U(d) - ff!> (bijective in the semi
simple case) such that n" 0 <P = lJI. 

Proof. In both cases U(d) and f?I' are free modules over Z(sl) and Z(~) (respec
tively); Z(.#) is a polynomial aJgebra in a finite number of "Casimir" elements 
q .. e Z(.sd) [18]. We denote by <1>0 the "canonical" bijection U(d) - ~obtained from 
the canonical bijection U(d) ~ S(JZf) by rescaling, and by .Po its restriction to Z(d). 
We give a proof for the semisimple case. 
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(i) Construction of </> = <P I Z(.91). We need an algebra isomorphism 
</>: Z(.91) - Z(BI') such that 7T o </> = i/J. To show that one exists let </>0(q") = q., and 
</>(q0.) = q .. -1T(q,.) + ifs(qa) = qa. +A.. = q,.' with.\. in C. We extend </> as a (poly
nomial) ring isomorphism Z(.91) = C[q.,J - Z(&) = C[q,.']. 

(ii) Construction of bases. We can write !!J = EB~-o !!Jn as a graded algebra 
and fJ' = u:-o f!l>,. as a filtered algebra. The adjoint action of d in f!l> preserves the 
grading and filtration and is fully reducible in each component (since .91 is semisimple). 
The ideal .f = Ker ll,, is add invariant and filtered into J = u.f,. , Jn = J n & n. 
This allows us to construct by induction a (graded) supplementary subspace # to 
.Fin&>, invariant under ad,,.,, and therefore a basis {x'} (i = I, 2, .•. ) of f!Jl as a Z{gP'y 
module with each xi in&. (These constructions are similar to those of [18, Sect. 8.2].) 
Let {x1} (i = 1, 2, ... ) be a basis for f!Jl as a Z(PJJ) module obtained in this way, and let 
x; = </>01(x,); then {x1} is a basis for U(.91) as a Z(.91) module and the II11(x1) form a 
basis for II,,(~) (as a {>module). We have 1P(x1) = LJ Cull11(x1) (finite sum), with Ci! 
in C. 

(iii) Construction of <P. We take <P(x,) = L'.1 Cux1 and extend by </>-linearity: 
any x in U(d) can be written in a unique way as x = Li Q1x1 , with Q, e Z(d); 
we define <l>(x) =-:. Lt </>{Q,) <l>(x,) = Lt.J </>(Q,) c,,x1 • Then <P is </>-linear (by con
struction) and commutes with ad,,., (because 1P does). Furthermore, <P(I) = I and 
</>(a) = afift for a in .91. Finally, the <P that is constructed in this way is bijective 
(because Ker 11' is generated by Ker ifs and Ker </> = {O}). 

The Heisenberg case is straightforward. The fact that Ker <P is a bilateral ideal 
can be seen using the unique decomposition of any X in U(d) into X = 

I.~-i (ek - i/J(ek)) Y.i: + Y0 with Y1 in lf>01(PJ) (j = 0, I, ... , K). 

EXAMPLE 40. Let d = H1 , with basis p, q, e and structure 

[q,p] = e, [q, e] = [p, e] = 0. (11-6) 

Let S mean symmetrization with respect to the order of factors and take, for 
k, !, m = 0, 1, 2, ... : 

(ll-7) 

where {C1:1m} are polynomials in p, q, e, with cooo = I, c100 = p/ifz, c010 = qfili, 
C001 = e/ifz. This *-product is .#-invariant if and only if the following recursion 
relations hold: 

ifze(o/cq) ckim = /Ck.l-1,m+i, 

ifze(B/op) Cklm = kCk-1.r.m+1. 
(11-8) 

The center of U(.91) is generated bye; hence(l I-7) is </>-linear if and only if e*f = ef, 
'Vf € ~; that is, Cktm = (efifzr Ck1 where Ck1 is a polynomial in p, q. The necessary 
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and sufficient conditions for ( 11-7) to be both invariant and ef>-linear can be expressed 
by [23] 

"' (in)-n L --
1
- [(exp + f3q + ye)* ]n = C(ex, ff) eC0t11+8q+-1•lW• 

n-o n. 
(11-9) 

where C(cx, ff) is a formal power series in o:, f1 and the equality is to be interpreted 
in the sense of equality of formal power series in ex, fl. Comparing the constant and 
linear terms in (11-9) one sees that C( ex, {1) must have constant term = 1 and no linear 
terms, so that 

where the unwritten terms are monomials in p, q of order :i:;;,.k in p, ::;;,z in q, and <k + l 
in p, q. Therefore (11-9) is regular and thus normal. Thus one finds, in the case 
d = Hi, that invariance and </>-linearity imply regularity. In the case C(o:, {1) = 1 
we recover the ordinary Moya! product; that special case is characterized by the 
natural invariance under the semidirect sum Sp(2, IR) · H1 • 

EXAMPLE 41. Let d = S0(2, I) with basis {LA} (A, B = l, 2, 3) and structure 

(ll-10) 

with ( gAB) = ( gA8) given by (10-26). The center of~ is generated by 

(ll-11) 

The center of the *-algebra is generated by 

(11-12) 

On any M.,, , Q becomes fixed in C by the projection 7T and Q becomes fixed in C 
by the map cfo. A basis for g/'-as a Z(~ module-is given by {Teo:>} (ex = 1, 2, ... ), 
where 

(11-13) 

Here S means symmetriz.ation with respect to permutation of the indices. Let {Pa( a)} 
be the .. solid spherical polynomials" defined by 

Pa(a) = Tco:>(a, •.• , a) (11-14) 
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and let P"'(a) be the *-polynomial obtained from Pa(a) by the substitutions 
LA1 • • • LAk _. LA1 * · ·· * LAk. The map <!> must take the form 

Va E .rt/, (11-15) 

with c"' EC - {O}, a = I, 2, ... , c1 = 1. Taking a = 2, 3 we find in particular: 

(11-16) 

These results reduce to (10-30), (10-31), when c2 = c3 = 1 and Q, Q take the values 
(10-28), (10-29). If, for the same values of Q, Q, one takes c"' = 1, a = 1, 2, ... , then 
the *-product given by (11-15) reduces to that calculated in Section 10: Eqs. (10-10), 
{10-11) with (10-8), (10-9), and (10-27). 

( d) The results obtained here may be summarized as follows. The definition 
(11-3), with ck = 1 and T = 0, defines an invariant *-product on d* in the simplest 
possible way. However, this *-product is not compatible with the projection to an 
invariant submanifold of .rt/*, and it becomes interesting to calculate the required 
modifications; that is, to find c" and T such that the *-product becomes compatible 
with the projection. Corollary 37 solves this problem in the case of invariant sub
manifolds M,, defined by fixing Z(,91). Equation (11-15) gives the general form of the 
solution for the case d = S0(2, 1). Unfortunately, these results are incomplete, 
since the set {M,,} (77 E ~does not include all the orbits of ad*...r in .rt/*. 

DEFINITION 42. An orbit M of ad* d in .J4f is called regular if there is a 'Tl' e re 
such that M is open in M1T, otherwise exceptional. 

The term exceptional is justified by the following fact. Let g E .rt/* and M(f) be 
the orbit of ad*..,, through f Then the set of all g E d* such that M(g) is regular is 
open in .9:1* and its complement is a cone. This is not to say that exceptional orbits 
are uninteresting; on the contrary, the construction of invariant *-products on excep
tional orbits presents a challenging and physically interesting problem. 

12. *-EXPONENTIALS 

Here we attempt to generalize, to any Lie algebra, the ideas that underlie the Wey! 
correspondence [2], a tool that played an important role in the discovery of the Moyal 
bracket. We begin with a brief review of the simplest case ( a restatement of the usual 
Weyl correspondence). 
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(a) Let d be the Heisenberg algebra H1 , with basis q, p, e and commutation 
relations (11-6). Let ex, {3, y be a set of coordinates for IR3 and consider the formula: 

f(p, q, e) = J e<~q+BP+v•l/illF(ex, {3, y) dcx df3 dy. (12-1) 

Under suitable restrictions on the class {f} of functions and the class {F} of distri
butions, this is a bijection.' 

On the other hand, let q', p', e', be operators in L2(-oo, +oo) defined by 

q'if(x) = xif(x), p'if(x) = -iii :x if;(x), e' if{x) = if(x). 

There is a common domain of analytic vectors on which q', p', e' are essentially self
adjoint, allowing us to define a group of unitary operators 

U(a, /3, y) = e<>a'+Sp'+-,e'JJifl, (ex, {3, y) E !R3 (12-2) 

with the multiplication law 

U(ex, fJ, y) U(cx', {3', y') = U(cx + ex', /3 + {3', y + y' + 1,(cxfi' - ex'f3)). (12-3) 

Now consider the formula 

A = J e<"'q'+BP'+Y•'J/t11P(ex, fJ, y) dcx df3 dy (12-4) 

{the last integral being an operator integral with the strong topology). Under suitable 
restrictions, (12-1) and (12-4) establish a bijection A~ f between a class {A} of 
operators in L2 and a class { f} of functions on d*; this is the Wey! correspondence. 

Now let A, B, ... , be operators in L2 and Aw, Bw , ... ,their images under the Weyl 
correspondence. The Moya! *-product is then defined by 

In particular, let 

Then (12-3) gives 

Aw* Bw = (AB)w· 

A = U(cx, f3, y), B = U(rx',fJ', y'), 

B _ (o<'<1+S'P+Y'•l/ifl w-e . 

Aw* Bw = Awe111112
>A Bw 

(12-5) 

(12-6) 
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where LI is the operator 

f Llg = {f, g}. 

The result (12-6) is easily generalized to a large class of functions, including all poly
nomials on d*. 

The essential point here is that the functions (U(cx, {3, y))w form a group under 
*-multiplication that is isomorphic to the operator group (12-3). We now investigate 
invariant *-products on any Lie algebra from this point of view. 

(b) Consider the formal group [24] with Lie algebra d. For a e d, let {exp(ta)} 
(t e IR) be the one-parameter formal group exp(ta) · exp(t' a) = exp((t + t') a). 
For a, bed let c = c(a, b) be defined by the Campbell-Hausdorff formula: 

exp(a) · exp(b) = exp(c). (12-7) 

Let :!J' be the extension of :!J to the algebra of formal power series over d*. 

DEFINITION 43. We call *-exponential the function Exp: d-+ :!J', ai--+ Exp(a), 
defined by 

"' 1 
Exp(a) = L 1 (i/i)-n (a* )n, 

n-o n. 
(12-8} 

(a* )n = a* ... *a (n factors). (12-9) 

PROPOSITION 44. The function Exp enjoys the following properties: 

(i) Exp(a) * Exp(b) = Exp(c) (12-10) 

where c = c(a, b) is defined by (12-7). 

(ii) (ada1(a) Exp)(b) ={a, Exp(b)} = ad*a1(a) Exp(b) (12-11) 

where ad.Ill' is the extension of the adjoint action of din d to formal power series over Ji. 

(iii) Exp(a) = 1 + a/iii + ... 

= f -!, (ili)-n T<n>(a, ..• , a), 
n-o n. 

(12-12) 

where T<n> is an n-linear map of d into :!J. 

Proof. (i) This follows from (12-7) and Eq. (9-2): 

(a* b - b * a)fili ={a, b}, Va, bed. (12-13) 
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(ii) From (12-10) we extract the terms linear in a and obtain 

(I/ifz)(a * Exp(b) - Exp(b) * a) = {a, Exp(b)}; 

the left-hand side is (ad.111(a) Exp)(b). 

(iii) This follows immediately from (12-8). 

Conversely, we have 

PROPOsmoN 45. Let f: d->- f!J>' be any function such that 

(i) ad.111(a)/(b) = {a,f(b)}, 

(ii) f(a) = 1 + a/in + ··· 
= I ~ (ifz)-n Tc .. J(a, ... , a) 

n-o n. 

103 

(12-14) 

(12-15) 

(12-16) 

where Ten> is an n-linear map of d into f!J>. Then there is a unique C-linear map 
<P: U(d) ->- &', given by 

(a*)" = Tc .. l(a, ... , a). (12-17) 

If Ker <P is a bilateral ideal of U(d), then <P defines a unique invariant *-product on 
d* and f is the function Exp for this *-product. 

Proof. From (12-15) and (12-16) we conclude that <P commutes with ad.111 and 
that <!>(I) = l, <P(a) = a/iii; therefore, if Ker <Pis a bilateral ideal of U(d), we have 
an invariant *-product by Proposition 30. Substituting (12-17) into (12-16), we see 
that f coincides with the function Exp defined by (12-8). 

Remarks. (I) The condition that Ker <P is a bilateral ideal of U(d) is necessary 
as well as sufficient. (2) Any function f: d ->- f!J>' that satisfies the conditions of 
Proposition 45, with the exception of (12-15), defines an associative *-product on&'. 

EXAMPLE 46. Let d be the Heisenberg algebra with basis x1, ... , _x2n+1 = q1, ••• ,q"; 
p1, •.• ,p"; e with [qt,p1] = 8i1e, and the other commutators equal to z.ero. Let 
qi, ... , p" _,. Ql, ... , pn = y1, ••. , y2n be a canonical transformation and define 

Exp(cxiq• + {J;p' + ye) = e«,,o•+e,P1
+'Y•>Jifl.. 

Then the associated *-product is given by (10-1) and (10-2), with A = ifz/2 and 

(i,j, ... = 1, ... , 2n); 

it is d-invariant if and only if y, - Xt are constants and then it is an invariant *-pro
duct on d*. 
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(c) Next, consider *-products on an invariant submanifold M of .91* and the 
restrictions on Exp implied by compatibility of the *-product with the associated 
projection ll. Recall from Section I le, Theorem 39, and Corollary 37, that many 
regular, invariant *-products on M., ' 7T E re, can be obtained by projection from 
a regular, invariant *-product on .91* with the property 

VqeZ(EY), Vfe&l. (12-18) 

Of course, (12-18) remains valid for f e &'.In particular, 

q * Exp(b) = q Exp(b), Vq eZ(EY), Vb e .91. (12-19) 

We shall show that the structure equations (12-10) allow us to reduce these equations 
to partial differential equations for Exp. First, an example. 

EXAMPLE 47. Suppose that .91 has a nontrivial center do ; then any 7T Ere defines, 
by restriction, a linear map a: do -+ C. [This map defines a submanifold M,, of .91*; 
the following applies to the problem of construction of a *-product on either M. 
or M,, .] Let a normal *-product on .91* be given, and let Exp be the associated *-expo
nential. Then (12-18) holds and implies that 

a0 * Exp(b) = a0 Exp(b), 

Using (12-8) and (12-10) it is now easy to see that 

Exp(b + a0) = Exp(b) eao"", Va0 E do, Vb E .J?!. (12-20) 

In particular, Exp reduces to an ordinary exponential if .91 is Abelian. The calculations 
that follow will give analogous results for the general case. 

Let t e Ql and c, = c(ta, b), where c(a, b) is defined as in (12-7). From 
Exp(ta) * Exp(b) = Exp(ct) we get by formal differentiation of formal power series 
with respect to t at t = 0: 

a * Exp(b) = ifz01 Exp(c,) le-o = in:rt Exp(b) (12-21) 

where 'l)a denotes the vector field on S?! defined by 

[The tangent space at any point be .91 is canonically identified with S?/.] We have 

T/a lb= a+ t[a, b] + -h [[a, b], b] +··· 
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where xis the linear operator xa = -ad"*'(b)a and the coefficients Bn are the Bernoulli 
numbers. The identity 2::-o Bnx" = x/(l - e-"') between formal power series can 
be used to evaluate '1a· For example, if ad.ot(b) is diagonable and d = ffi.t E.t is the 
eigenspace decomposition and {P>.} the associated projection operators, then we have 
x = -L:Af'>.and 

(12-22) 

Let {LA} (A, B = 1, ... , m) be a basis for d, and a = a.A.LA, 'T}a = aA.71A; then 
{71A} is a family of vector fields over d and we have 

LA * Exp = ifz71A Exp. (12-23) 

Let Q be any element of the center of the formal *-product algebra of the form 

r. = Q LA.' * ... * LA,. ~ A1···A,. (12-24) 

where the coefficient tensor is completely symmetric. The value of Q in Z(~ is also 
<ienoted Q. Then 

(12-25) 

PROPOSITION 48. Let a normal *-product on d* be given, and let Exp be the 
associated *-exponential. Let Q be any element of the center of the formal *-product 
algebra of the form (12-24). Then Exp satisfies the following partial differential equation: 

(12-26) 

Proof Replace q -Qin (12-19) and compare with (12-25). Combining this with 
Proposition 45 one has 

THEOREM 49. Let f: d - 9' be any function such that: 

(i) ad..i{a)f(b) = {a,f(b)}. 

(ii) f(a) = 1 + a/in + ··· = 2::-o (l/n!)(in)-" Tc,.>(a, ... , a). 

(iii) The C-linear map <I>: U(d) -+ 9 defined by (a*)" = Tc .. >(a, ... , a) is bijective. 

(iv) For every element Q of the center of the formal *-product algebra of the 
form Q = Q .. ···A £Ai* ... * LA•, 

1 .. 

Then <I> is normal and defines a unique invariant *-product on d*, compatible with 
fl., for every 7T E ~.and/is the associated function Exp. 
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. EXAMPLE 50. Let .91 = S0(2, I) and adopt the notations of Example 41. Let 
b = b,tLA e .91 and let 6 denote the matrix of -adJt(b). We have 

b,t8 = C!Cbc, b2AB = 4(b,tb8 
- t 28,t8), 

t 2 = g(b, b) = b0
2 - h1

2 - b2
2• 

If t 2 -=/= 0, then 6 is diagonable, with projectors satisfying 

Thus we get from (12-22) (and the definition 7Ja = a,t71A): 

'Y)A = (1 + tb + fb2o{t))sA fJB, 

a(t) == (l/t2)(1 - t/tan t) 

where 88 denotes differentiation with respect to b8 • The center of U(d) is generated 
by the second-order Casimir operator and the set (10-26) of differential equations 
reduces to 

or 

(12-27) 

[2(a - tV· - 1) b,.fJA + gABfJAfJB + (2a - t 2a2 - I)(b.AbB - t 2g.A8 ) iJAoB 

- (ili)-2 Q] Exp = 0. 

This equation is of course ad.# invariant and can be separated by introducing pseudo
spherical coordinates: t, z = cosh 8 = b(t2Q)-1/ 2 and a polar angle. The invariance 
property of Exp, namely, Eq. (12-11), means that Exp does not depend on the polar 
angle and can be expanded in terms of Legendre functions; formally Exp(b) = 

La. C' .. (t) P..(z). Now Exp(b) must be interpreted as a formal power series in {b,.} 
as well as in {LA}; we therefore restrict the summation to values of oc. e C such that 
each term is a formal power series; that is 

Q) 

Exp(b) = :E c .. (t) P .. (b). (12-28) 
a.-0 

Here P..(b) is the «solid spherical polynomial" defined by (11-13) and (11-14); it 
differs from the usual Legendre functions by a factor t"'Q"'/2 and is a polynomial in 
both {b,t} and {LA}. Of course, (12-28) must be interpreted as an equality of formal 
power series. For Ca.(t) we find 

[0,2 + -t 2 o, - ex(~ t l) - (ifi)-2 Q] t"'C~(t) = 0. (12-29) 
ant sm t 
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Consider the limit t 2 -+ 0 with b =I= 0, then 

(12-30) 

Therefore, the only acceptable solution of (12-29) is the one that is regular at t = 0: 

C (t) _ ca. ( sin t )" F ( o: , / + 1 o: /· 3 . . 2 ) " - (2o: _ !)!! if1t 2 i 2 1 , 2 - , a:+ 2, sm t (12-31) 

where c" is a constant and the parameter l is defined by 

Q = (212)2 /(l + 1). (12-32) 

Equating equal powers of {b A.} in (12-28) we get (b * )n = ccxhn +a polynomial of 
order n in {LA} that vanishes when either Q or t 2 vanishes. The constants c" in (12-31) 
can therefore be identified with the constants c" in (11-15); that is, Eqs. (12-28) and 
(12.31) give the function Exp for the *-product defined by Eq. (11-15). Note that c0 

and c1 must both be equal to 1. 
In particular, if we specialize once again to the interesting special case Q = 0, 

Q = Wn)2 (i.e., I = -!) and ca. = I, then 

Exp(b) = (cos ~ r1 e((211lta.n<11t>lbtt11. (12-33) 

In Part II flOJ we shall rediscover this formula and obtain from it the spectrum of the 
harmonic oscillator. 

In order to show the connection between (12-28) and (11-15) in more detail we 
give explicitly all terms up to the third order in {bA} in Eq. (12-28): 

1 + b/in + (b * )2/2(m)2 + (b * )3/6(in)3 + ... 

= 1 + bf iii + [c~2 + i(Q - c2Q) t 2)/2{i/i)2 

+ [cJ>3 + ~(Q - c8Q + j(i/i)2 t 2b]f6(ili.)3 + ···, 

from which one recovers Eq. (11-16). 
(d) We believe that the function Exp can be a useful tool for representation 

theory. Consider the formula 

f(f) = J /(a) ExpJa) djl(a), (12-34) 

where j is some function on d, djl is the Lebesgue measure on d, and Expf(a) is 
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the value of Exp(a) at g Ed*. When .9Jf is Abelian and the *-product is normal. 
then this reduces to the definition of the ordinary Fourier transform. In general, one 
has a novel and possibly interesting notion of Fourier transform that relates f on 
.9Jf to fond*. We shall not approach the problem of determining the precise con
ditions under which (12-34) makes sense, but limit ourselves to some formal obser
vations. 

One has 

f * g = J j(a) g(b) Expt(c) dp,(a) dp,(b). 

Here and below c stands for the Campbell-Hausdorff function c(a, b). Jfthe *-product 
is normal we can restrict f and g to M,, and integrate to obtain a type of Plancherel 
formula: 

J f * g dµ(g) = J j(a) g(b) K(a, b) djl(a) dp,(b) 
M,, 

(12-35) 

where dµ is the Liouville measure on M,, and 

K(a, b) = J ExpE(c) dµ(fl = x(c). 

In the case of the Heisenberg algebra, the support of K reduces to {c = O} and 
Sf* g dµ(g} ,..., S Jg djl(a); this shows that J f * g dµ(t) = J Jg dµ(g) in this case. 

Another interesting possibility (verified in some cases) is that Exp(ta), for t E R 
and a e d, have a Fourier-Dirichlet expansion: 

Exp(ta) = J 7T;.eul£r. d'A. (12-36) 

One can define the "spectrum" E of a to be the support of 7T;. and the "multiplicity" 
of a discrete point A. e Eby the integral of 7T;. over phase space. This idea finds support 
in several particular instances that are investigated in Part II [10]. 

Let a faithful, unitary representation of the group S0(2, 1) be given, together with 
a map of the type of the Weyl correspondence, that maps operators to&'': Ar--+ Aw. 
A *-product is defined on&'' by Aw * Bw = (AB)w . Let H be the operator that repre
sents the generator L1 of the compact subgroup of S0(2, 1), so that Hw = L1 and 
(etHfi'Jw = Exp(tL1). Now, since the spectrum of H/2n consists of integers, we must 
have Exp(7TL1) = 1 for this *-product. Examination of (12-31) reveals that the period 
of each term in (12-28) is 2rrn, where n is the smallest integer such that 2nl is integer. 
This indicates that the *-products that were found for S0(2, I) are related to faithful 
representations of S0(2, I) or to coverings of S0(2, I). In particular, it is known that 
(12-33) is related to a representation of the fourfold (metaplectic) covering of S0(2, I); 
that is, the twofold covering of SL(2, IR). 
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A. GENERAL PHYSICAL CONSIDERATIONS 
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to contraction: one determines, in a precise mathematical sense, all groups that are 
"close" to the Galilei group and finds the Poincare group (among a small number of 
possibilities). In this sense, relativity theory is a deformation of nonrelativistic physics. 

Another instance of contraction is the passage from quantum theory to the classical 
limit n ~ 0 (contraction parameter n =Planck's constant). Here the inverse process 
of deformation is nothing but the general problem of quantization. The radical change 
in interpretation that accompanies the passage to quantum theory might discourage 
attempts to apply the concepts and techniques of deformation theory; nevertheless 
it is our aim to show that it can be done. 

(b) The basic mathematical structures of classical mechanics are the symplectic 
structures attached to phase space: the algebra (N) of C00 functions on phase space 
(W) under ordinary multiplication of functions, and the Lie algebra structure induced 
on N by the Poisson bracket that is defined by the symplectic form (F) on W. In the 
preceding paper [3] we have examined the formal differentiable deformations of these 
algebras; in particular, we have introduced an associative algebra (*-product algebra 
or *-algebra for brevity) that is a deformation of the algebra N of functions with 
ordinary multiplication. For f, g EN= C"'(W, IC) we write the new {deformed) 
composition law on N as (f, g) 1-+- f * g. The corresponding Lie algebra defined by 
(f, g) H- [f * g] == (j * g - g * f)/ifz is a deformation of the Poisson Lie algebra. 
A particular instance of this type of deformation of classical mechanics is familiar 
and is known as the Moya! product and associated Moya! bracket. 

It is our intention to demonstrate that quantum mechanics can be replaced by a 
deformation of classical mechanics: a description of quantum phenomena in terms 
of ordinary functions on phase space, including a complete and autonomous physical 
interpretation. Naturally, this alternative formulation of quantum theory will include 
some features that are not usually associated with phase space. In order to know what 
to expect it is worth while to recaU the elements of the theory of Weyl [4], Wigner [5], 
and Moyal [6]. See also the preceding paper [3]. (I, Section 12a). 

2. The Weyl-Wigner-Moyal Formalism 

(a) Consider the Schrodinger quantum mechanical description of a particle 
interacting with a potential. Let A be a linear operator in Hilbert space; the following 
can be made rigorous provided A belongs to a large class of operators including those 
that are Hilbert-Schmidt. A unique function on phase space (here W = IR3 x R3

) 

is defined in terms of the configuration space matrix elements of A (integral kernel 
associated with A) by the formula [5] 

This defines a one-one correspondence-the Weyl correspondence-between a 
large class of operators in Hilbert space and a large family .Al" of functions or distri-
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butions on phase space [7]. The map that sends Aw to A is called the Wey! application 
and denoted .Q; one has 

(2-2) 

where J is the inverse Fourier transform of the function or distribution f, and P, Q 
are the Schrodinger operators that correspond top, q. 

An associative *-product (Moya] *-product) is induced in .At in a natural manner. 
Let f, g e .A/ and/, g the corresponding operators, so that f = /w, J = Q(f), etc.; 
then 

(2-3) 

That is, the composition law (f, g) 1-+ f * g is defined by the commutativity of the 
diagram 

Direct calculation gives 

(.:\ = ilz/2) (2-4) 

where pn is the nth power of the Poisson bracket (interpreted as a bidifferential 

operator acting on the couple (f, g) and p is defined by (throughout part A of this 
paper, we take for P what is denoted by -Pin part Band in the preceding paper): 

_ - of og Bf og _ 
{f, g} =I Pg = 8q' op, - op; ()qi - P(f, g). (2-5) 

The Moyal bracket [6] is 

{j,g}M = [f*g] ==: {f*g-g*j)/i/i. (2-6) 

It is this bracket, and not the Poisson bracket, that corresponds to the quantum 
commutator: {f, g}M = (I/in)[/, g]w. 

The fact that one has to do with a formal deformation of classical mechanics, 
with Planck's constant fz playing the role of deformation parameter, is brought out 
by Eq. (2-4). 

Other rules of association (other orderings) between functions and operators have 
been considered in the literature (see e.g., Agarwal and Wolf, Ref. 7). They are of the 
type (2.2), with the difference that the measure dg d7J is multiplied by a weight function 

a:> 

Ql = 1 + L lz•T ..W2r , 
r-1 
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where w2r is a homogeneous polynomial; we shall call them .Qi-laws. In the orderings 
usually considered (standard, normal, etc.) .Qi = exp(nw2), with w2 a homogeneous 
quadratic polynomial. Its Fourier transform will thus be a formal series 

~ 

T,. = I + L !zrTr , 
r-i 

where the T, are differential operators. If the functions f and g give the operators 
J and g under the .Qi-law, we shall denote by f * 'g the inverse .Qi-image of/ g. Then 
we have T,.f = f w and therefore T,.(f * 'g) = T,.f * T ,.g. Thus T,. realizes the c
equivalence (in the sense of Definition 20 of I) between the Moyal bracket and the 
.Qi-bracket [f * 'g], and similarly between the two associative algebra deformations. 

All orderings correspond therefore to cohomologically equivalent deformations, 
and any treatment done in one ordering can be translated into another ordering via 
this equivalence. In this sense the two formalisms are equivalent, though the same 
classical function will in general correspond to operators of different form in the 
different orderings. 

(b) Many problems of quantum physics have already been translated into 
the Moya! idiom [8]. Our point of view is different: we want to make the "classical" 
formulation autonomous in order to open up a vast field of generalizations with all 
kinds of interesting applications (see Section 5). For this reason it is necessary to 
deal with some problems of interpretation. We begin with an examination of the 
Moyal equations of motion. 

Let/be any operator without explicit time dependence, B. the Hamiltonian operator, 
and f, H the corresponding functions on phase space. The Schrodinger equation of 
motion for J is translated by the Wey! correspondence into the Moyal equations of 
motion for f, namely, 

(d/dt)f = [f * H] = (f * H - H * J)/in. (2-7) 

The Moya! bracket defines a derivation of the *-product algebra; that is, 

(2-8) 

whence 

(2-9) 

However, unless/is a polynomial of order :;;;;2, we have for almost all g, h: 

(2-10) 

[The significance of the exception made for polynomials of order :;;;;2 is discussed 
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in Section 3b.] In order words, one solves the Moya! equations of motion (2-7) 
for/, g, andfg and discovers that, in general, 

(jg)(t) =I= j(t) g(t). (2-1 I) 

The impression that this result is paradoxical must be dispeiled by a proper inter
pretation. 

Every student of the Hamiltonian formulation of classical mechanics has to over
come the difficulty that is posed by the dual interpretation of the p's and the q's. 
On the one hand, these quantities are elements of the Poisson Lie algebra of functions 
on phase space; this gives a meaning to the Poisson brackets {qi, p1} = S/, etc. On 
the other hand, the solutions of the equations of motion are trajectories in phase 
space, described by an application t E R r+ (qi(t), ptf t)) E lll6, and no sense can be 
attached to the bracket {qi(t), Pi(t )}. The error is more serious than just the usual 
failure to distinguish between function and value, for there is here an unfortunate 
confusion between observable and state. We shall sketch a formulation of classical 
mechanics that makes a fundamental distinction between the p's and the q's as 
observables (elements of N) and the coordinates of points on a trajectory in phase 
space. It will be seen that this in effect prepares the way: the shock of a complete 
reinterpretation of the process of measurement that usually attends quantization is 
softened and the continuous passage that is implied by the use of deformation theory 
is brought out. The idea is to isolate the two principal elements of the theory, equations 
of motion and initial conditions, from each other and to associate the former with 
observables and the latter with states. 

The Hamiltonian equation of motion for an observable f, 

(d/dt)f = -{H,f}, feN, (2-12) 

will be interpreted as defining a derivation of the algebra N of C'· functions on W. 
The solution 

j(t) = e-t(H.'lj (2-13) 

defines a map of JR x N into N, (t,j) ~ j(t). Thus we are permitted to write 

(d/dt)f(t) = -{H,j(t)} 

since j(t) is a function on W. The image of the map (t,j) !--+- j(t) is a trajectory in 
N through/. In particular, qi(t) andp;(t) are functions on Wand there is not yet any 
reference to trajectories in W. The entire discussion is in terms of functions on phase 
space and is not directly concerned with values j(t)( p', q') of j(t) at any point p', q' 
in W. 

To any set of initial conditions one can associate a real (pseudoprobability) distri
bution p on phase space, normalized so that 

(2-14) 
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We refer to such a distribution as a state. In most problems of classical physics it is 
enough to consider "distributions" of the form p = S3( p - p') S3(q - q') where 
( p', q') e IR6• The result of a measurement of the observablef at the time ton the state 
pis 

<J ), = f f(t) p d3p d3q. (2-15) 

EXAMPLE 1. Take H = p 2/2m,f = q2; Eq. (2-12) gives the trajectory in N given 
by j(t) = (q + tp/m)2• With p = 83( p - p') o3(1j - q') one gets (/)1 = (q' + tp'fm)2• 

This interpretation lends itself to statistical generalizations though it remains com~ 
pletely deterministic as long as the first-order equation of motion (2-12) is retained. 
Determinism, in the usual narrow sense, is lost when (2-12) is replaced by the nonlocal 
equation of motion (2-7). It is then that phenomena such as "spreading of the wave 
packet" appear (9]. 

We return now to the discussion of (2-10). In classical mechanics we are dealing 
with the algebra N of functions on phase space with ordinary multiplication of func
tions. The Poisson bracket {H,f} defines a derivation of this algebra and therefore 
so does the time development determined by the equations of motion. Jn addition, 
it is clear that (fg)(t) must perforce be equal to f(t) g(t) as long as one is dealing with 
a single trajectory in phase space and f (t), g(t), (fg)(t) are identified with their nume
rical values at the point on the trajectory labeled by t. Jn Moya! dynamics, on the 
other hand, the relevant structure on N is the *-product; the equation of motion 
shows that dfdt is a derivation of this new structure and f (t) * g(t) = (f * g)(t). 
The "paradox" of (2-11) means that trajectories in phase space have no invariant 
meaning: if p, q -+ P, Q is a canonical transformation, then the trajectory p(t), q(t) 
does not necessarily coincide with the trajectory P(t), Q(t). Of course, tlris is directly 
related to the fact that the system 

( p - p') * p = 0 = (ij - q') * p, ( p', q') E !RB (2-16) 

does not possess solutions when Ii =I= 0. 

(c) The analog of the formula (2-15) for the measured value (/)1 of the 
observable/ e .Al at time t for the state p e .Al, in Moya! dynamics, is 

(2-17) 

This can be derived from quentum mechanics by means of the Weyl correspondence 
(2-1) with the following interpretations: p = Q(p) is a density matrix,/ (t) = Q( f(t)), 
t /)1 = tr(jp). If pis pure, p = l i/;)(i/; l, then p = (I ifi><ifr Dw is called the Wigner 
function for the state I.if;). 

Remark. Equation (2-17) appears in the literature in the equivalent form (2-15). 
The equality J f * g d3p d3q = J Jg d3p d3q was discussed in [3] (I, Sect. 12d); it is 
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valid for the Moya! *-product (and equivalent orderings related to the Heisenberg 
algebras H .. ), but not for *-products in general. We shall adopt (2-17) in the general 
case. 

3. General *-Products and the Notion of Preferred Coordinates 

(a) The general notion of deformation of symplectic structures studied in the 
preceding paper provides the means for a wide generalization of the conventional 
process of quantization. Given any classical mechanical system, is it possible to 
identify a more or less unique *-product and thus the "correct" quantization scheme? 
The question is not well posed, since the answer must depend on the extent to which 
the classical system is well defined and endowed with a complete physical inter
pretation. We shall suggest a partial answer based on the idea of the existence of a 
set of "distinguished observables" or "preferred coordinates." 

(b) It is curious to notice that the concept of "observable" seems to be more 
fully developed in quantum theory than in classical mechanics. Indeed, a fairly 
accurate definition in quantum theories without superselection rules is to call 
observable every self-adjoint operator. In classical mechanics there has been a tendency 
to call observable every function on phase space. To avoid semantic difficulties we 
shall call "good observables" functions of a more restricted class. 

If/ is a self-adjoint operator in Hilbert space, then one has a I-parameter group G 
of unitary operators {eit/} (t E IR). Let/ be the function on phase space related to/ 
by the Weyl correspondence; then f is real and defines an infinitesimal canonical 
transformation; that is, a derivation g i-+ {/, g} of N, and a globally Hamiltonian 
vector field on phase space. By the usual exponentiation of vector fields one obtains 
an action of G in W. This motivates the following 

DEFINmON 2. A function Fe N is a good observable if it generates, by the Poisson 
bracket, a group of symplectic diffeomorphisms of W. 

For a e N we have {I, Sect. 9) called a-invariant any *-product such that 

Vf,geN. (3-1) 

Let d be the Lie algebra of all a e N such that the *-product is d-invariant. In the 
case of a Vey deformation (defined by the differentiable cochains of increasing order), 
we have seen that d is always finite dimensional. [It is likely, though not proved, 
that d is finite dimensional for more general deformations as well.] Therefore, 
every Vey quantization scheme (one formalizable as a Vey deformation) distinguishes 
a finite subalgebra of N. This algebra is a subalgebra of the algebra Inv(F, I') that 
generates the infinitesimal symplectic transformations, affine for a connection I' 
on W. 

The Moya! *-product is invariant under Inv(F, I'), where I' is the usual fiat con
nection on R21

• If we take the natural coordinates on R21 such that the components 
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I'Jk of I' vanish, then the elements of Inv(F, I') are the polynomials of order :::;;z. 
We note that these are all good observables. Furthermore, there are enough of them. 
to "coordinatize" W; more precisely, Inv(F, I') is "sufficiently large" in the sense of 

DEFINITION 3. A finite subalgebra d of N is called sufficiently large if the map 
J: W-+- .91* given by x r-+- >..A.LA(x) is injective. Here {LA} (A = !, ... , m) is a basis 
for .91 and {>.A} is the dual basis for .91*. 

If .91 is sufficiently large we can use the LA's as a set of (supernumerary) coordinates 
for W. 

We believe that the identification of good observables must play an important role 
in the physical interpretation of any system. We shall therefore limit ourselves to 
*-products that are invariant under a sufficiently large algebra of good observables. 
Furthermore, we assume that these good observables remain good after quantization; 
that is, we assume that the infinitesimal automorphisms of the *-algebra defined 
by Jr.- [a*/], a E .91, f EN, generate a group of automorphisms. The simplest 
way to guarantee this is to suppose that [a* fJ = {a,f} for a Ed, 'r//E N. [Note 
that this is implied by the apparently weaker assumption that d be preserved by 
quantization: [a* b] ={a, b} for a, b Ed, provided any f EN can be expressed as 
a limit of a sequence of *-polynomials in U, ... ,Ln.] 

Thus we feel justified in making the following 

DEFINITION 4. A quantization on a symplectic space ( W, F) is a *-product defined 
on N = C00(W, C), invariant under a sufficiently large finite subalgebra d C N 
of good observables, such that [a* f] = {a,f} for 'r/a E .91, 'r/f EN, where iii is the 
deformation parameter. The elements of d will be called the distinguished observables 
or the preferred coordinates for the quantization. 

[By associating quantum observables with self-adjoint operators we have deli
berately, for simplicity, restricted ourselves to the narrow framework of conventional 
wisdom. As we know by certain examples in quantum mechanics, and also from 
studying the question of integrability of finite-dimensional Lie algebras to Lie groups 
(both in geometry and in analysis), it may very well be so that special circumstances 
require a more liberal definition of observables. Consequently, it may sometimes be 
necessary to extend our definition of good observables to include certain types of 
derivations that do not exponentiate to Lie groups of symplectomorphisms.] 

According to Definition 4, the problem of quantization of any physical system 
may be approached as follows: (i) identify a finite algebra of distinguished observables; 
(ii) replace W by the image M of the map J: W-+- d*; (iii) select an invariant 
*-product on M. This last problem was solved, in principle, under fairly general 
conditions, in the preceding paper. We are led to the crux of the problem of quanti
zation: To quantize a physical system, one must identify a finite algebra .91 of distin
guished observables. 

That the algebra A of distinguished observables plays a very special role in the 
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deformed (quantized) theory is evident. Let a Ed and consider the differential 
equation (d/dt)f = [a* f]. This coincides with (d/dt)f = {a,f}. For the Poisson 
bracket we have the ordinary derivation rule; therefore this differential equation 
defines a group of geometric transformations of phase space. In particular, if the 
Hamiltonian H belongs to d, then the time development of the system can be associated 
with a classical trajectory through phase space. The harmonic oscillator is a well
known example. 

(c) The specification of the distinguished observables for a classical physical 
system is an important part of the interpretation of it. Since it is impossible to treat 
this problem in general we shall discuss only one particular case. 

The classical Kepler problem is characterized by the following Hamiltonian 
function: 

H = fp2 - (1/r). (3-2) 

[Units have been chosen so that both physical parameters of the problem are equal 
to unity.] Here 

p2 = p. p, r = (q . q)1/2 > 0, (3-3) 

and (q, p) E (IR3 - {O}) x IR3• The singularity of (3-2) at the origin must be removed; 
this will be done by a method that goes back to Poincare and even to Kepler himself. 

The equation of motion for f E C"'(lR6, C), namely, 

(d/dt)f = -{H,f}, (3-4) 

together with the subsequent restriction to an energy surface: 

H-E ~ 0, Ee lR 

(H - E vanishes weakly in Dirac's sense [11 D can be replaced by 

(d/ds)f = {r(E - H),f} and r(E- H) ~ 0. (3-5) 

Here sis the mean anomaly introduced by Kepler; comparison of (3-4) and (3-5) 
shows that dsfdt = 1/r. In this way the singular Hamiltonian (3-2) is replaced by 
the smooth function 

r(E - H) = Er - lrp2 
- I. 

However, singularities are introduced if one evaluates 

(d/ds) p = {r(E - H, p} = (E - ip2) q/r; 

therefore the choice of the Pi as preferred coordinates leaves something to be desired. 
No singularities appear in 

(d/ds) q = {r(E - H), q} = rp 
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or in higher derivatives such as 

(d2/ds2
) q = {r(E - H), rp} = Eq + (q · p) p - i;p2q. (3-7) 

This strongly suggests that q and rp be taken as distinguished coordinates. These 
six functions generate, by the Poisson bracket, a IO-dimensional algebra isomorphic 
to the Poincare algebra, with the basis 

(A = 1, ... , 10). (3-8) 

This algebra would be a reasonable choice of distinguished observables for many 
systems with a 1/r potential. The special case of the Kepler problem, however, is 
characterized by a special symmetry-the S0(4) symmetry associated with the Runge
Lenz constants of the motion [12]. The generators of S0(4) are not included in the 
Poincare algebra spanned by (3-8) and this suggests that the set of distinguished 
observables be enlarged. That this can be done is well known; the easiest construction 
is found by asking whether the function (3-6) can be included. One finds a 15-dimen
sional algebra isomorphic to so(4, 2), with the basis (3-8) and 

{LA} = {rp2, p . q, (q. p) p _ fp2i.j} (A = 11, ... , 15). (3-9) 

The larger algebra includes the so( 4) symmetry algebra of the Hamiltonian. 
Although the Poincare algebra spanned by (3-8) is sufficiently large, there are 

advantages to including (3-9) and taking so( 4, 2) as the algebra of distinguished 
observables. Because the function r(E - H) is an element of so(4, 2) (for E fixed 
in IR), one finds that every element of so( 4, 2) has simple harmonic s-dependence, 
which trivializes the solution of the equations of motion [13]. In addition, 
the arbitrariness in the choice of *-product is always reduced when the algebra of 
invariance is enlarged. 

The map J defined by (q,p)r-+A.11.LA(p,q) (A= 1, ... , 15) sends W onto a six
dimensional submanifold of the dual d* of d = so(4, 2). This is an exceptional 
orbit of the coadjoint action ad*,., of d in d* (most orbits are 12-dimensional; 
see I, Sect. l ld). The construction of invariant *-products on such orbits is a very 
interesting problem. 

4. Spectral Theory, a Beginning 

(a) For f EN and t E IR consider the formal series (see I, Sect. 12) 

"' l 
ExpUt) = .L 1 (t/in)" (f * )". 

n-o n. 
(4-I) 

Assume that there exists a p > 0 such that for I t I < p the power series in t converges 
to a distribution on W. Suppose also that, for t fixed in some complex neighborhood 
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of the origin, Exp(ft) considered as a distribution on W has a Fourier-Dirichlet 
expansion 

Exp(fi) = L TTAeAt/Ui 
AE[ 

(4-2) 

where I is a sequence in C and 7T; e N for ,\ e J. In .the special case of the Moyal 
*-product, if Q( f) is a normal operator in Hilbert space, then I is the spectrum of 
this operator and the Q(TT;) are the projectors for the spectral decomposition. This 
motivates the following definition (we return to the general case): 

0EFINITION 5. Iff e N satisfies (4-2) we call I the spectrum off, any,\ e I an eigen
value off, and TT; the projector associated with A.. 

From (4-1) one obtains 

f * Exp(ft) = iFz(d/dt) Exp(ft) (4-3) 

and from this it follows easily that 

(4-4) 

More generally, we may consider the Fourier transform (in a generalized-function 
sense); formally 

Exp(ft) = J e"tfir. dµ,(,\). (4-5) 

In general, the support of dµ,(A) will be referred to as the spectrum off It is the 
(Fourier) spectrum of Exp(f t) as a distribution in t, in the sense of L. Schwartz. 

(b) Let a *-product (f, g) 1-+ f * g on N = C"'(W, C) be given; then the com
position law 

(j = complex conjugate off) defines another *-product on N. In particular, let 
d be a real Lie algebra, d* its real dual, and f * g an invariant *-product on some 
ad*.srinvariant submanifold M of d* (see I, Sects. 9-11); then f * g is another 
invariant *-product on M. 

DEFINITION 6. A *-product is called symmetric if, for f, g EN, we have 
f * g = f * g, that is, if f * g = g * J 

From now on, we limit ourselves to symmetric *-products (the Moyal *-product 
is symmetric). 

(c) If fin (4-2) is real, then I is symmetric (that is,,\ e I=> Xe/) and if" = 7TX. 
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Moreover, if g * g ~ 0 for any real g EN (the expansion (4-2) being supposed unique), 
then I and 7T;. are real. We suppose now that this is the case, and define N;. by (NJ.. e IR 
if the integral converges, otherwise we shall say that N;. is infinite): 

(4-6) 

where dµ(x) is the Liouville measure on W (with some normalization to be chosen 
later). Assuming N;. is finite we have a normalized state P• = 7T;./N;.. Now let g be 
another function with an expansion of the type (4-2), with real spectrum I' and pro
jectors 7T,/, and define N,/ == f w 7T,/ dµ(x), p,/ = 7T,//N,,'. Measuring the observable 
7T;. in the state p,,' and the observable 7T ,,' in the state P• one obtains 

The principle of detailed balance thus tells us that N;. and N,,' are (up to a common 
factor) the multiplicities of the states p;. and p,,'; that is, the multiplicities of the 
eigenvalues ,\ off and K of g. 

Henceforth, we shall take the Liouville measure dµ(x) on W to be so normalized 
that (4-6) gives precisely the multiplicity of the eigenvalue ,\ off. In the case of the 
Moya! *-product on 1R2n one verifies easily that N;. = tr Q(7r;.) if one takes 

(4-7) 

5. Suggestions 

(a) It is apparent that we have tried to avoid dealing with distributions 
(generalized functions) on phase space beyond those that can be defined in some sense 
by formal power series. Attempts to generalize lead to interesting questions; for 
example, we need to know under what conditions associativity is retained. Our 
"classical" spectral theory is very far from being developed; one may ask, for example, 
under what conditions a distribution/ has a real spectrum for a given quantization. 

Equations (4-2) and (4-5) pose a problem that seems to have received scant notice 
up to now: given a distribution, find the support of its Fourier-Dirichlet series (or 
Fourier transform). This question replaces the much more familiar but hardly easier 
problem of the determination of spectra of operators. In fact, it seems that all aspects 
of operator theory now find analogs in classical analysis. 

(b) A promising aspect of the approach to quantization by means of defor
mation theory is its generality. Symplectic manifolds with nontrivial homology 
groups are of interest-sometimes for obvious reasons and sometimes as a result of 
the globalization of phase space that is realized by the choice of distinguished observ
ables. The states are not necessarily one-valued on phase space and this gives rise 
to cohomologically nontrivial factors and projective representations of groups of 
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invariance. The Bohm-Aharonov effect should provide a very interesting 
example [14]. 

Applications to open systems are also possible. One-differentiable rigorous defor
mations of the Poisson Lie algebra have been shown to apply to classical systems with 
friction or viscosity [15]. [The losses occur as a consequence of giving up the derivation 
rule.] Perhaps this type of deformation could be combined with the quantization to 
create a coherent description of decaying systems. 

(c) In classical field theory one has a Poisson bracket (in terms of functional 
derivatives) [16]. Formally it is straightforward to write a corresponding Moya! 
bracket [17]. It would be worthwhile to develop techniques (on infinite-dimensional 
symplectic manifolds) for giving a rigorous meaning to deformations of the Poisson 
bracket of classical field theory. An analog of the *-product for infinite-dimensional 
symplectic manifolds would also be of interest. It would be natural to begin with an 
investigation of semiclassical approximations, including WKB and tree approxi
mations, in field theories subject to strictly canonical quantization. For want of a 
rigorous treatment one could study quantizations at some order of ft. 

Even more exciting is the possibility of discovering new quantization schemes 
for field theories, such as quantum electrodynamics, Yang-Mills theories with or 
without a Higgs-Kibble mechanism, theories with soliton or monopole solutions, 
for which the conventional canonical quantization is clearly inappropriate. Also, 
"quarks" may be "confined" because quark fields are quantized so as never to create 
any free particle states in the first place [18]. 

(d) Anti-Poisson brackets on Grassmann algebras have been studied recently 
[19], after the invention of supersymmetry in dual models [20] and in quantum field 
theory [21]. Let N be the Grassmann algebra generated by {Ba} (a, b = 1, ... , n) and 
A a real, constant symmetric 2-tensor; that is a A ={A®} with A_ab = ..1_ba ER. 
Define the anti-Poisson bracket for f, g EN by 

(5-1) 

The simplest deformation of N is given by the anti-Moyal *-product defined for 
f,gE N by 

(.:\ = ifz/2). (5-2) 

With this product N is a Clifford algebra. The corresponding deformation of the 
anti-Poisson algebra is given by 

[f * g]/ili = (2/li)f sin((li/2) P)g. 

This bracket has the correct symmetry properties and satisfies the (generalized) 
Jacobi identity. 

317 



318 

124 BAYEN ET AL. 

Generalizations are immediate. In the first place, /1. need not be constant. The anti
Poisson bracket (5-1) satisfies the Jacobi identity if and only if the (generalized) 
Schouten bracket [A, A] vanishes. The powers of P that appear in (5-2) must be under
stood in terms of covariant derivatives and conditions are imposed on the connection 
by associativity. Applications include quantization of classical (Grassmann algebra 
valued) Fermi fields. 

(e) From the general considerations and the particular examples of invariant 
*-products developed in I, from the remarks made about our "classical" spectral 
theory in this paper, and from the partial success of the Kostant-Souriau geometrical 
approach to group representations, it seems more than evident that *-products have 
a promising future in representation theory. 

(f) One of the most important theorems of classical mechanics-it can be taken 
as the starting point for a formulation of statistical mechanics-is the Liouville 
theorem. One form of this theorem states that the generalized velocity vector in phase 
space is divergenceless. In ordinary classical mechanics (phase space W = JR2n 

with {x'} = {q1 ••• pn}) this reads 

-div x = (8/ox'){H, x'} = 0. 

The validity of this formula follows easily from the equations of motion. In Moya! 
mechanics the Liouville theorem continues to hold. The reason for this is that 
[H * a]/ifz = {H, a} for every first-order polynomial a = aix' in x1, .•. , x2n. [This 
statement remains valid for all the generalizations of the Weyl correspondence 
considered in the literature.} It is interesting to study the validity of the Liouville 
theorem for general deformations and invariant *-products. 

(g) The Weyl application establishes a correspondence between functions 
on phase space and linear operators in Hilbert space. To the product of operators 
corresponds the *-product of functions and to the commutator of operators corre
sponds the *-commutator of functions (Moyal bracket). One may ask: What is the 
image of the Poisson bracket of functions in the ring of operators ? That is, what is 
the contraction limit Ii -+ 0 of the ring of operators of quantum mechanics? In other 
words, we are interested in the empty box in Fig. 1. The application indicated by a 
dashed line is defined by commutativity of the diagram. The physics described by the 
mathematical structure in the empty box applies to certain situations in quantum 
optics in the coherent states formalism. 

j Poisson bracket I 'Heyl 
application l Deformations C . I ontraclions 1 

I 

I Moyoi" bracket 
Wey I I Commutator 

application 

FIGURE 1 
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(h) Finally, it should be noted that our suggestion to regard Moya! mechanics 
and its generalizations as autonomous physical theories raises the question of whether 
or not all such theories can be cast in a form that fits the general axiomatic formu
lation of quantum mechanics. 

B. CALCULATION OF SPECTRA 

6. Harmonic Oscillator 

In this section the energy levels of an /-dimensional harmonic oscillator will be 
computed with the help of the Moya! product. This will be achieved by considering 
the function Exp(Ht) and its Fourier decomposition as explained in the previous 
section. Though some of the calculations that will appear may be more or less well 
known, it does not seem that such a "classical" treatment exists in the literature. 
Here by "classical" we mean that we deal only with functions defined in phase space 
and that no operator of the quantum mechanical Hilbert space corresponding to the 
problem appears. 

(a) One-dimensional case. We denote the Hamiltonian function by H; for the 
harmonic oscillator 

H(p, q) = i(p2 + q2). 

Suppose/: IR -+ IC is a C"' function. Then f (H) is a C"' function defined in phase 
space and a straightforward computation gives: 

H * f (H) = Hf (H) - (lz2/4) f'(H) - (lz2/4) Hr(H). (6-1) 

Equation (6-1) proves that in this case (H * )n is a function of H only. We can there
fore write (H * )n = Kn(H) (n = 0, 1, ... ) where Kn is a function of one variable. 
According to (6-1) we have: 

Kn+i(H) = HKn(H) - (li2/4) K,.'(H) - (li2/4) HK:(H); {6-2) 

Kn is therefore a polynomial of degree n and the same parity as n. We are now in 
position to formulate: 

PROPOSITION 1. For any fixed (p, q) e IR2, the power series in t: 

00 

1 t n "' 1 Ht )n I I n! h~) Kn(H(p, q)) = L n! hw * 
n~ n~ »~ 

(6-3) 

has a radius of convergence equal to 'TT. For I t I <'TT one has 

"" I ( t )n ( t )-1 ( 2H t ) n~ n! iii Kn(H) = cos 2 exp T tan T. (6-4) 
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Proof. Consider the function 

( 
t )-1 ( 2H t) (t, H) r-+ </>(t, H) = cos T exp T tan T 

which is analytic in the following open set U of C2: 

u = {(t, H) e c2 1 t =1= (2k + 1) 7T, k e .il}. 

Write the Taylor expansion of</> with respect to t around the origin: 

<Xl 1 1 11 

</>(t, H) = I 1 (---:'F") C..(H) 111
, 

11
_

0 
n. Zn 

and remark that </> satisfies the following partial differential equation in U: 

. a<f> li2 o<f> li2 a2q, in Tt = H</> - 4 oH - 4 H oH2 • 

It is obvious that the coefficients C11 satisfy the recursion relation (6-2) with C0 = I. 
It follows that for any n, C,. = K11 • Compare I, Eq. (12-33). 

This pointwise convergence property of the series :L:=o (l/n!)((Ht/ifz)*)" allows us 
to prove the convergence of (6-3) in the usual ~'(~2) space of distributions in the 
variables p and q. 

PROPOSITION 2. For fixed t E ]-1T, 7T[ (or I t I < 7T and t EC) the series (6-3) 
converges in ~'(~2) for the weak topology to 

( 
t )-1 [ 1 t ] cos T exp iil (p2 + q2

) tan T . (6-5) 

Proof. In fact with respect to the variable HE C the series converges uniformly 
on compact sets in the complex plane. It follows that when His replaced by 1( p2 + q2

) 

the series converges uniformly on compact sets in the ( p, q) plane. 
Now the map 

( 
t )-1 [ 1 t ] t r-+ cos T exp iil (p2 + q2

) tan T 

from the disk I t I < 7T into ~'(IR2) is weakly analytic and has a (weak) analytic 
continuation in the open set U' = C - {(2k + 1) rr I k E .il}. We therefore define 
Exp( Ht) as the distribution (6-5) in the variables (p, q)for fixed t E U'. One easily checks 
that if t E U', Im t ::;;; 0, the distribution Exp(Ht) E .9"(~2), i.e., is tempered. 

In order to define the Fourier expansion of Exp(Ht) we remark that for fixed 
(p, q) E ~2 the function (6-5) is periodic in t with period 411". However, this function 
does not belong to D(O, 417'). We therefore consider (6-5) as a distribution in the 
variable t E ~. In fact we have: 
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PROPOSITION 3. For fixed (p, q) E IR2 - {0} the function 

( t )-1 [ 1 t ] cos 2 exp m (p2 + q2
) tan 2 

defines a periodic distribution Sin !i''(IR). Its Fourier expansion is: 

.,, 
s = I Trn(p, q) e-Hn+l/2)t (6-6) 

n=O 

with 

Tr,,(p, q) = 2 exp (- ~ H(p, q)) (-1)" L,, (~ H(p, q)). (6-7) 

Here Ln = L,,.0 denotes the usual Laguerre polynomial of degree n. 

Proof. By a rescaling of the time t we can consider j(T) = (cos T)-1 e•Rtr17 with 
R = Fz-1

( p2 + q2) > 0 and prove the proposition for f. One first shows that f defines 
a periodic distribution S, for example, by the formula: 

+"-' ( f" /2+krr-• ) <S, cp) = I Jim f(T) <fo(-r) dT , 
k--rt> •~+o -1112+k11+• 

where the test function <P E 2.&(IR). This allows us to compute the Fourier coefficients 
a,,. of Sand to write S = :L:_0 a,,etM. If we denote by S the distribution defined on 
the one-dimensional torus associated with S, one has a,, = (S, e-i"T). The coeffi
cients an are then computed with the help of the function 

( Z2-l) exp R z2 + l (Z2 + 1)-1 z-n 

and a suitable contour integration in the complex plane. One finds that a2,,+I = 
2( -1 )n e-R Ln(2R) for n ~ O and that all other coefficients vanish. 

The Fourier expansion of Exp(Ht) being defined, we can now examine the con
vergence (in the distribution sense, in the variables p and q) for fixed t of the series 
(6-6). This leads us to our main proposition: 

PROPOSITION 4. For fixed t E c with Im t ~ 0 and t =I= (2k + I) 7r (k E Z) 

( 
t )-1 ( 2H t ) "' Exp(Ht) = cos - exp -. - tan - = L 7r,,e-i<n+i/2H 
2 t/'z 2 n=O 

(6-8) 

the series converging in .9''(1R2) for the weak topology. Moreover, if t = ±77 the series 
converges (in .9''(1R2)) to :t=imzo. 

595/1 rr/1-9 

321 



322 

128 BAYEN ET AL. 

Proof We denote by Hn the Hermite polynomials of degree n and by</>,,. the corre
sponding orthonormalized function in L2(1R): cf>n(x) = 7T-1/4(n!2n)-1/2 Hn(x) e-.,•12. 
If Te 9'"(1R.2) one knows that 

T = L <T, <fon1 0 </>n,) <fin1 0 <fin, 
n 1 .n2eN 

where the series in the right-hand side is weakly summable. Between Laguerre and 
Hermite polynomials the following well-known formula holds: 

Thus in (6-8) one can express 7Tn with the help of this formula. One then checks that, 
up to an obvious (constant) rescaling of the variables p and q, the result is identical 
to the expansion of the left-hand side of ( 6-8) in tensor products cf>n

1 
@ cf>n

2 
of Hermite 

functions. The case t = ±7T is an easy exercise left to the reader. 
The last point of Proposition 4 is by no means surprising since lim1 .. ±,,,Imt<o 

Exp{Ht) = =fi7Tn8 holds in .9''(1R2) for the weak topology. 
We may now summarize the content of the preceding considerations in the following 

way. The distribution Exp(Ht) has been constructed with the help of a power series 
expansion around the origin. The application t H- Exp(Ht) may be considered as a 
periodic (with period 47T) distribution-valued function defined in IR. It has a Fourier 
expansion in 9'"(1R2) and the only harmonics which occur in this expansion are 
e-t<n+l/2ll. The coefficients 7Tn E .9''(1R2) which appear in the Fourier series satisfy 
(as is easily checked) JR• 7Tn dp dq = 27"i. We thus recover the standard result of 
quantum mechanics: E,. = (n + t) fz, the multiplicity of the corresponding state 
being equal to one. Furthermore, it is clear that, via the Wey! correspondence Q, 
(6-8) becomes the spectral decomposition of the unitary operator Exp(Ht/ifz) where 
fi = Q(H), the functions 7T n becoming projectors. 

Remarks. (I) Obviously if fz---+ 0, Exp(fzHt)---+ exp(-iHt) and the discrete 
range of En becomes the whole half-line [O, +oo[. (2) One easily checks that: (i) 
7T,. = (fz-n/n!)(a") * 7To *(an) where a = 2-1t2(q + ip) and the bar denotes complex 
conjugation ((a* )n = a"). 

(ii) H * 7T,. = 7Tn * H = (n + t) n7T.,., 
1Tn=iin, 

Conversely one may verify that solutions of the system 

H * ifl = ifJ * H = Eo/, 
"1 = {;, 

o/ * o/ = i/J, 
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analytic near 0 (with respect top and q) and belonging to .9"'(1R2) exist if and only 
if E = (n + !) n (n = 0, 1,. .. ). Furthermore, in that case if = ?T,.. (3) The spectral 
decomposition ( 6-8) allows us to compute in principle any *.:function of H, such as 
the resolvent ((H - A)*)-1. One may check that for any A e C - (n(N + 1/2)) 
the series 

_,, 
L ((n + 1/2) n - ,\)-1 7Tn = ((H - ,\) *)-1 

n=O 

converges in .9"'(1R2) and that if Re A < n/2 one has 

f11/2 ( 2H )( 8)· -2A/fl. 
((H - ,\) *)-1 = 211-1 

0 
exp - h cos B tan l dB. 

(b) /-dimensional case. In this case H = t( p2 + q2
) with p2 = L,~_1 pl, 

q 2 = L.!~i ql. We also write p · q = .L~~1 p1q; . For convenience and in connection 
with Sections 9-12 of I, we introduce a dynamical Lie algebra: {X = rxp2 + 2{3p • q + 
yq2 l rx, {3, ye IR} is an so(2, I) Lie algebra with respect to Moya! (and Poisson) 
bracket. Suppose that/: IR---+ C is a ccc function; then as in Section 6a we have 
(d = ay - {32): 

X * f (X) = Xf (X) - I dn2j'(X) - dn2 Xj6(X). (6-9) 

This proves that for any n = 0, I, 2, .. ., (X*)" may be expressed as a function of X 
only. Propositions I and 2 may be generalized as follows: 

PROPOSITION 5. For any (p, q) e IR21, the power series int 

"' 1 ( Xt )" L:- -* 
n-0 n! in (6-10) 

has a radius of convergence p = 7T/(2 I d 1112) ( oo if d = 0). If l t I < pone has: 

~ ..!_ ( Xt )n _ [ (I d 1 ;2 )J-z [ X (I d 1112 ). ] ~ n! ifz * - cos I t exp in 
1
d 1112 tan t if d> 0, 

= exp(Xt/ifz) if d = 0, 

= [cosh(I d 1112 t)J-z exp [ ifz I~ 1112 tanh(J d 11 12 t)] if d < 0. 

(6-11) 

PROPOSITION 6. For fixed t e ]-p, p[ (or I t I < p and t EC) the series (6-10) 
converges in 2.&'(IR2!) for the weak topology to one of the expressions (6-11) according 
to the sign of d. 

Proofs are analogous to those of Propositions 1 and 2. This allows us to define 
Exp(Xt) for fixed t EC outside the singularities of the functions (6-11) as in Section 6a. 
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Thus Exp(Xt) can be viewed as an element of 2J'(IR21) and, if X > 0, Im t ~ O, 
Exp(Xt) e .5l''(IR21). 

In case d > 0, Fourier analysis may be worked out with the same results as 
previously. We consider the case X = H. Obviously 

Exp(Ht) = Exp(H1t) * ··· * Exp(Hzt) 

= Exp(H1t)@ Exp(H2t) ···@ Exp(H1t) 

where H1 = t( p;2 + q?) (I ~ j ~ /). Hence one gets formally: 

Exp(Ht) = £ ( I 7Tn1 0 7Tn2 0 ... ® 7Tn,) e-i(n+l/2)t. 
11-0 111+· ··+n1=n 

Let L~·> denote the generalized Laguerre polynomial of degree n. The known formula: 

n 
L L~>(x) L~~m(Y) = L~+13+1>(x + y) 

m-o 

implies that 

1T~) :o:o L 7Tn1 @ 1Tn2 @ ··· 0 1Tn 1 = 21 exp (-
2
:) (-It L~-I ( 

4
: ). 

n1+···+n1-n 

We thus finally obtain: 

PROPOSITION 7. For fixed t E c with Im t ~ 0 and t -=fa (2k + 1) 1T (k E Z) 

( 
t )-z ( 2H t ) 

00 

• Exp(Ht) = cos T exp ifl tan T = L 7T~>e-•<n+112>t 
n=O 

(6-12) 

the series (6-12) converging in Y''(IR21) for the weak topology. Moreover, if t = ±1T 

the series (6-12) converges (in Y"'{IR.21)) to (=fi?Tli) 1 S. 

The proof is analogous to that of Proposition 4. 
We have thus obtained the energy levels E., = (n + 1/2) fz of an !-dimensional 

(isotropic) harmonic oscillator. The multiplicities of the levels are also the right 
ones. For example, if l = 3 one gets f111e 7T~3l( p, q) dp dq = (27Tfr)3 Hn + l)(n + 2). 

In the case d < 0, Fourier analysis may be worked out directly. To simplify we 
take d = -t. A straightforward computation yields 

Exp(Xt) = (cosh ~ r exp ( ~: tanh ~) = L: eM/ifL7T(A, X) d/.. 

where the (real) generalized projectors 7T(A, X) are given by 

(A x·) = ( i:.)-l 2i-i I'(l/2 - iA/fz) I'(l/2 + iA/fz) _2ix/r. F (_!_ _ iA. . /· 4iX) 
7T ' 7TTI I'(l) e 1 1 2 n ' ' fz • 

(6-13) 
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Here 1F1 denotes the confluent hypergeometric function. For any>. E IR, 7r(A, X( p, q)) E 

.9"'(IR21
) and one has X * 7T(A, X) = 7r(A, X) * X = A1T(A, X). Furthermore, if we 

define E(A) = f~"' 7T(p., X) dp., the map >. 1--+ E(A) is a continuous map from IR into 
.9"'(IR21) endowed with the weak topology, such that lim.1._.., E(A) = 0 and 
lim.1.~"' E(A.) = 1 hold in this topology. In this case also, *-functions or distributions 
may be computed. For example, if TE .9''(1R), T(X *) is defined by the formula(where 
1' is the Fourier transform of T) 

T(X *) == <T, 7T(A, X)) = (27T)-112<f', Exp( -sfzX)) 

and the function X 1-+ T(X *) is a err. function of polynomial growth. For example, 
we have 

Remarks. (1) In the previous analysis we have observed that the function Exp(Ht) 
had singularities in t. This fact is not surprising. Assume for simplicity that of Ii = I 
and I = I. In the Hilbert space L2(1R) one can show that for 0 < I t I < 7T (t E IR) 
andfE L2(1R) one has: 

(exp(-iHt)f)(x) =exp [-i(sgn t) ; ] (27T I sin t 1)-112 

+R . I 
x l.i.n:i. f exp [ 

4
1 

( 
12 

(x - y)2 - (tan t/2)(x + y)2)] f(y) dy. 
R~,._ -R tan t 

Thus if t--+ 7T this expression for exp(-iHt) becomes singular, though the one
parameter group t 1--+ exp(-iHt) of unitary operators is continuous and exp(-iH7T) = 
-~2 = .Q(-i7To). (ff denotes the Fourier transformation.) (2) In order to get 
Exp(Xt) we utilized a power series. Another definition of the exponential function, 
namely, e"' = limn_.,,(! + x/n)n, is also available. In fact it is easy to prove that 

lim ((1 + t~fz) *)n = Exp(Xt) 
n-t>?'.I nl 

holds for t EC and It I < 7T for pointwise convergence and weak convergence in 
&''(R21). (3) The computation of the continuous spectrum (case d < 0) is not only 
completely autonomous in our formalism, but also much easier than the corre
sponding opera to rial treatment. ( 4) The function f H = !( p 2 + q2) "represents" 
the usual compact (elliptic) generator of so(2, I), i.e., the generator with period 27T 
when exponentiated in the structure to the group S0(2, 1) (and period 47T in SL(2, IR)). 
The other two usual (hyperbolic) generators are represented by }spq and!( p 2 - q2), 

and the lowering and raising generators by (p ± iq)2• For l = 1, from Remark 2 
in Section 6a, one sees that ( p - iq )2 * 7T n * ( p + iq )2 is proportional to 7T n+2 • 

The multiplicity being 1 in that case, the *-exponentials of the generators of so(2, 1) 
close to the direct sum of two irreducible *-representations of the metaplectic group, 
the twofold covering of Sp(2, IR) = SL(2, IR). The group appears thus naturally 

325 



326 

132 BAYEN ET AL. 

in our *-formalism (without any tricks). The spectrum {n + l/2} of H splits into 
{2m + l/2} U {2m + 31/2}, with m = [n/2]. 

7. Angular Momentum 

In this section we determine the spectrum of the angular momentum L2 and more 
generally of the first Casimir element of so(!) (! > 2) in the specific represen
tation of this Lie algebra for which the canonical representatives M;k of so(!) are 
Mn,= q1Pk - qkp1 (I ~j < k ~/).The reason for this generalization (which as 
will be seen is straightforward) is twofold: (a) The spectral problem of the Hamiltonian 
of the hydrogen atom will be shown to be closely linked to that of this first Casimir 
in the case l = 4. (b) In this specific representation of so(!), the Moyal *-product 
defined on the p's and q's induces an invariant *-product on the Lie algebra so(!) 
in the sense of Section 9 of I. In fact it is easily shown that the *-product 
M 1 k * · ·· * M1 k is equal to a polynomial in the elements M;k . It is thus interesting 

1 1 n n 

to get in this instance the spectrum of an element of the enveloping algebra. 
Tt is obvious that the functions M;k satisfy (for Moya! and Poisson brackets) 

the commutation relations of the Lie algebra so(!). The spectrum of M 12 = L3 

may be found in Appendix A-1. Here we shall compute the spectrum of the first 
Casimir 

c = I (M;k * )2 = g2 - l(l - I) fi2 
l<i<k<Z 4 

where g2(p, q) = p2q2 - (p · q)2 and g ~ 0. In the particular case l = 3, we denote 
by L = (L1) (l ~ j ~ 3) the three functions M;k and we have 

3 

c = (£*)2 =I (L,*)2 = l2 - !Ji2, 
l 

i.e., up to a constant the square of classical angular momentum. 
The following considerations will show that the spectrum of C may be deduced 

from the results of Section 6. Let f: IR+ -+ C be a C"° function. To begin with we 
compute ( g 2) * f ( g2). One first calculates 

M;k *f(g2) = M1k (!(g2) - 3;2 f'(g2) - Ji2g2j"(g2)) 

and then one gets the cumbersome formula: 

(g2) * f(g2) = g2f( g2) + li2 [ 3/(/ _ I) ~
2 

_ (/ + 2) gz] f'(g2) 

+ fz2g2 [ (/2 + 91 + 5) ~ - 2g2] f"(g2) 

+ (/ + 4) fi.'[ff"'(g2) + fz'g6f''l(g2) 

where f' , ... , j<4> are the derivatives off 

(7-1) 
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Let t, x e IR and consider the function 

( 
t )2-z ( 2x t ] if;(t, x) = cos 2 exp ill tan 2 

which has been encountered in Section 6 in connection with the l - 2-dimensional 
harmonic oscillator. One has 

O'.) I t )" if;(t, x) = L I (~ Gn(x) 
n-o n. lTl 

(7-2) 

I t I <TT, where Gn is a polynomial of degree n and the same parity as n (G11 = K11 

when/= 3). 

LEMMA I. For any integer n ~ 0 the following equality holds 

(7-3) 

The proofs of this lemma and of those that follow are given in Appendix A-2. 
We thus prove that, up to a constant, the Moyal powers of the Casimir Care the 

odd Moyal powers of the Hamiltonian Hof the / - 2-dimensional harmonic oscillator 
divided by g (after replacing H by g). 

The idea is now to find a *-square root y of g 2 - (3/ - 4)(fz2/4) = C + (/ - 2)2('12/4) 
jn order to compute Exp(ys). We consider the function y = g - (/ - 2) fz 2/4g defined 
in the open set U = {( p, q) e IR21 Jg( p, q) :;6 O}; we shall prove that (y * )2 = 
g 2 - (31 - 4) fz2/4 holds in U. It is legitimate to restrict ourselves to this open set of 
IR21 since it is an open symplectic submanifold of R21 with induced symplectic structure. 

LEMMA 2. Let Q(y) be any polynomial; denote by ~ the function ~(p, q) = 
Q( g 2(p, q)) and by R the polynomial R(x) = Q(x2). Then in U we have 

(y * PA)(p, q) = (~ * y)(p, q) = (AR)(g(p, q)) (7-4) 

where A is the differential operator 

A = - rz2 (x ~ + l ~) + x - (/ - 2) rz2 
4 dx2 dx 4x 

The next step will be to show that (7-4) holds for more general functions of g2 • 

Up to now we have not used the fact that y depends on fz. As a matter of fact, as we 
mentioned before, the *-product can be naturally extended from the differentiable 
functions N to the formal series E(N, fz) in the parameter Ii of the deformation with 
coefficients in N. Let </> e Ca>( U) and suppose first that </> does not depend on fz; 
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y * </> will be the power series in fz which is obtained after a reordering of the powers 
of fz in the series :L: (1/n !)(ifz/2)n pn(y, </>), i.e., 

in 112 
( 1 - 2 1 ) 

y * ef> = gef> + 2 P(g, </>) - 4 -g- </> + 2 p2(g, </>) 

+ n~a :! ( ~ r [Pn(g, </>) + (/ - 2) n(n - 1) pn-2 (~ , cf>)]. (7-5) 

We have: 

LEMMA 3. Let y = g - [(I - 2)/4g] fz2 be defined as before and suppose that 
:: C""(lR+ - {O}) does not depend on ft. Denote by</> the function cp(p, q)= F(g(p, q)). 
1en in U we have 

(y * </>)(p, q) = (<fo * y)(p, q) = (AF)(g(p, q)). (7-6) 

Here A is the differential operator defined in Lemma 2. 
We finally consider the case when F = :L!-o fzkFk is a polynomial in Ii with coeffi

cients Pk E C"'(lR+*) and show that (7-6) holds also in this case. In the expansion of 
the star product y * F( g) the coefficient of fzn will be after reordering: 

( i)n 1 (2)k - IL -:- n(n - 1) ••• (n - k + 1) 
2 n. k z 

X [Pn-k(g, Fk(g)) + (! - 2)(n - k)(n - k - 1) pn-k-2(g-1, Fk(g))]. 

According to Eq. (A-3) of Appendix A-2 all terms such that n - k > 2 will cancel. 
Hence we get for such an F: 

y * F(g) = yF(g) - (112/8) P 2(g, F(g)) = (AF)(g). 

We are now in position to prove: 

LEMMA 4. Jn the open set U we have (y * )2 = g2 
- [(3! - 4)/4] fz2 and more 

generally 
if n ~ 1. (7-7) 

One has thus shown that the nth Moya! powers of the function y(p, q) = g(p, q)
[(l - 2)/4] ft2g(p, q)-1 are identical to the (n + l)th Moya! powers of the Hamiltonian 
H of the l - 2-dimensional harmonic oscillator divided by g (after replacing H by g) 
and that (y * )2 = C + [(/ - 2)2/4] ft2

• 

It is easy to check that the function g-1 E L~00(!R21). Thus for any integer n > 0, 
(y * )n E ~'(!R21) and these distributions are tempered. It is now trivial to prove: 
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PROPOSITION I. For any (p, q) e U, the power series ins 

"' I ( ys )"' I I--* 
n=O n! in p,q 

(7-8) 

has a radius of convergence equal to rr. If I s I < 11' one has 

., 1 ( ys ) n 8 [ in ( s ) 
2

-
1 

( 2g s )] .t'.o n ! 7h * = 8s g cos 2 exp ifl tan 2 . (7-9) 

Moreover the series (7-8) converges in ~'(IR21) for the weak topology to the right-hand 
side of (7-9) if I s I < 11' ands is fixed. 

Proof Equations (7-2) and (7-7) imply that in U: 

= ~ [~ ~ J_ (_!__)n G ( )] 
OS g n-':::o n ! ift "' g 

8 'Ii 
= fJs [T rp(s, g)] 

if I s I < 7T. Suppose now that s is fixed and I s I < 7T. It is clear that with respect 
to x the series L (l/n!)(s/ilt)"' G,..+1(x) converges uniformly on compact sets in IR. 
Thus for any b > 0 and any E > 0 there exists N0 = N0(E, b) such that for any 
n ;;::::: N0 and any x E [-b, b], I Lm>n (I/m!)(s/in)m Gm+i(x)I == I R,..(x)I < E. Let 
</> e EZ(IR21), K =Supp cf>, b = sup(1'.Q)eK g(p, q), and M = fx g(p, q)-1 dp dq. For 
any n ~ N0(EM-1JI cf> ll;;,1, b) we have 

If I s I < 7T and s is fixed we can now define 

Exp(ys) = 8/8s(ifrg-1 if;(s, g)) 

= ifz(2g)-1(cos s/2)-1[(1- 2) sin(s/2) cos(s/2) + 2g(in)-1] 

x exp((2g/in) tan s/2). (7-10) 

This is an element of q'(IR21) and the process of weak analytic continuation allows, as 
in Section 6, to define Exp(ys) by the same formula ifs e U' = C-{(2k + l)rr I k E Z}. 
It is obvious that if s EU', Im s ~ 0, the distribution Exp(ys) is tempered. 

Expansion (6-12) may now be used to expand Exp(ys) in a Fourier-Dirichlet series. 
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PROPOSITION 2. For fixed s E c with Im s < 0, one has 

E p( ) - ~ n -l(n+ 1~2).r 
x ys - L.. ,.e 

(7-11) 

n-o 

where 

the series converging in S"'(rR21)for the weak topology. 

Proof. To simplify the proof we replaceg/fz by g and write e-'' = r,II,. = g-1a,.(g). 
With the help of the generating function of the generalized Laguerre polynomials 
it is straightforward to prove that for any s e C with Im s < 0 one has 

Exp(ys) = g-1e-i11-2>a12 L a,.(g) 7 n. 
n;;.<> 

Moreover, Eq. (7-10) allows one to make an estimate of the remainder of the previous 
series: for any TE C such that I r I ~ r < p < 1 where r and p are arbitrary, any 
g ~ 0 and any n ~ 0, the following inequality holds: 

From this inequality it follows immediately that for any</> E S"(rR21) 

Remark. When s--+- s0 E U'n 1R (with Im s < 0) one can show that in 9'"(1R21) 

one has Exp(ys)--+- Exp(ys0), and obviously 

N ( 1-2) N ( 1-2) " II -I n-'--2- • '°' IJ -I n+-2- •. 
L.. ,.e --+- L.. ,.e . 
n-o n-o 

This gives a meaning to the representation (7-11) of Exp(ys0) by the infinite series 
whens = s0 and defines a topology for which the series converges. 

We have thus obtained the spectrum of y: 

Spy= !n (n + 1
-; 

2
) Jn= O, 1, ... } 

and hence the spectrum of C: Sp c = Sp(y* )2 - (/ - 2) li2/4 = {n(n + 1- 2) rzi I 
n = 0, l, ... }. In particular if I= 3 we get n(n + 1) /i2• Finally one checks that 
C *II,. = II,. * C = n(n + l - 2) li2 ll,.. 
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Further formulas concerning functions of C or of y may be obtained with the help 
of the fl n given by (7-12). In particular 

(y * )-1 = g-1, 

(y * )-2 = 211-1g-1 f '2 
(sin t)l-3 e-<2u/Mcost dt. 

Formula (7-13) will be used in the treatment of the Kepler problem. 

8. Hydrogen Atom 

(7-13) 

(a) In this section we determine the spectrum of the Hamiltonian H of the 
hydrogen atom (H.A.). This will be accomplished with *-product techniques analogous 
to those of Sections 6 and 7 but slightly more involved. In fact, the difficulties that we 
shall meet with the Moyal *-product will compell us to change the *-product; namely, 
to introduce a *-product already described in Sections 8 and 10 of I and associated 
with the geometry of the Kepler problem. We start with the well-known classical 
so(4) symmetry of the Kepler problem. We reparameterize by stereographic projection 
from the cotangent bundle T*(S3) C IR8 over the three-dimensional sphere. The 
.. good" star product, denoted by*', will then be deduced from the Moyal *-product 
in the embedding space IR8 by suitable restrictions. 

It appears that for any l ~ 2, the Kepler problem in /-dimensional configuration 
space may be worked out in the same manner as in the case I = 3. The reparameteri
zation will be done in that case with the cotangent bundle T*(S1) C 1R2z+a over the 
/-dimensional sphere. 

(b) Difficulties with the Moya! *-product and some notations. Let (p, q) e IR2' 

(/ ~ 2) and let r = (q1
2 + ··· + q1

2) 112 = I q j. We consider the following 
Hamiltonian 

H(p, q) = p2/2 - ,-1 

and attempt to get its spectrum by *-product algorithms. One may at first think 
of (at least) three approaches, all of which meet with difficulties if we keep the usual 
Moyal product in IR21• 

(i) Direct exponentiation of H as in Sections 6 and 7. This seems for the 
moment hopeless: successive *-powers (H * )n of Hare not in general functions of H 
only; these powers become more and more singular as n increases and no simple 
recursion formula seems to hold among them. For example, when I = 3 one finds 
that 

(H* )3 = H3 - fz2 (-1- + L - 3(p. q)2) 
4r4 4r3 4r5 ' 

(H * )4 = H4 + fz2 (- 3(p . q)2 + 3(p . q)2 p2 + _!_ + L - (p2)2) + 31!4 . 
r 6 2r5 r5 2r4 2r3 4r6 

Besides, H * <P has in general an infinite number of terms and a direct resolution 
of the equations H * </> = cf>* H = 'Aefi seems difficult. 
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(ii) Direct transcription of the well-known so(2, I) C so(!+ 1, 2) dynamical 
method. In our case this amounts to linearizing, with the help of the generators of 
an so(2, I) Lie algebra, the function U == r * (H - E) or, if one wants to deal with 
real functions, V == r 112 * (H - E) * r 112• In the first case, the functions that generate 
a representation of the Lie algebra so(2, I) with the Moya! bracket are 

I'. = ! r * (p2 + I) = ! r(p2 + I) - in P . q - (I - I) fz2 
0 2 2 2 r Sr ' 

I' = ! r * (p2 - 1) = ! r(p2 - I) - iii p . q - (/ - I) /i
2 

(8-1) 
4 2 2 2 r Sr ' 

S = p · q - ili/2 = T - ifz/2. 

The Casimir is 

C = CI'o * )2 - (I'4 * )2 - (S * )2 = g2 - £(1- 1) fz2 

and one has 

as expected. Let E < 0 and write e• = (-2E)112• The function Exp(Ts) may be easily 
computed with the help of the results of Section 6. One verifies that, if f is a poly
nomial in the variables p and q, 

Exp(-Ts) * f(p, q) = f(e'p, e-•q) * Exp(-Ts). 

Thus this equation will hold on formal series and hence on all (generalized) functions 
for which the above *-products are convergent. This allows us to write 

Exp(-Ts) * f(p, q) * Exp(Ts) = f(e•p, e-•q). 

In the case of U one gets 

Exp( -Ts) * U * Exp( Ts) = ie8(I'0 + I' J - Ee-1(I'0 - I'4) - 1 

= (-2£)1/2 I'o - 1. 

An analogous manipulation is possible in the case E > 0 (I'4 replacing I'0). However, 
though the spectrum of the Casimir is known (Section 7), this is not the case for I'0 • 

Here also a direct exponentiation of I'0 seems difficult: the *-powers of I'0 are not 
functions of I'0 only, and no simple recursion formula seems to hold among them. 
However, here the even *-powers of I'0 are polynomials in p, q and thus regular. 

In the case where one considers V, the generators of the Lie algebra so(2, I) are 
r-112 * I'o * rl/2 == Yo', r-112 * I'4 * rl/2 == y4', T = r-112 * S * rl/2 = pq and an 
identical treatment is a priori possible. Though here the generators are real valued, 
the difficulties are the same and furthermore all *-powers of the compact generator 
are singular. 
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In this approach expressions for the generators (lf1ap) (0 ~ rx < f3 ~ I + 2) of 
t~e Lie algebra so_(!+ 1, 2) of the proble~ are easy to find: lf101 = r * p1 , lf1o.z+i = I'4 , 

Mo.z+2 = I'o, M;k = q;Pk - qkp;, Mt.i+1 = iq; * (p2) - P1 * (2: qk *Pk) - fq1, 
M1,z+2 = M1.1+1 + q; , Mz+i.z+2 = S (l ~ j, k :::;:; [). 

(iii) A third approach, based on the SO(!+ 1) symmetry group of the 
problem, is the following. The functions M1k = q1pk - qkPJ and M1.i+z = A1 = 
-!( p2 - 1) q1 + ( p · q) p1 (j = I, ... , l) define with Moyal or Poisson brackets a 
representation of so(l + I), the first Casimir of which is 

l 

C1 = I (M;k*)2 + I (A, *)2 

l<i<k<l i-1 

= iq2(p2 + 1)2 - (Ji2/4)(/ - 2) p2 - (fi2/4) I(/ - 1). 

Consider the following function 

'Yo = i( p2 + l)l/2 * r * ( p2 + 1)1/2. 

One easily checks that (y0 * )2 involves only a finite number of terms and one gets 

(y0 * )2 = C1 + (li2/4)(/ - 1)2 

Furthermore, if E < 0 and e8 = (-2£)112 (as before) one has Exp(-Ts) * (H - E) * 
Exp( Ts) = ~e2•( p2 + I )I/2 * (1 - e-•( Yo * )-1) * ( p2 + I )112 where (y0 * )-1 = 
2( p2 + 1)-1/ 2 * r 1 * ( p2 + 1)-112• Thus the knowledge of the spectrum of y0 would 
give the negative part of the spectrum of H. Although here the even powers of Yo 
are polynomials (in p, q), the situation is not better for computing Exp(yoS)· No 
simple recursion formula appears for the power (y0 * )2n. 

In this approach the previous representation of so(! + I) may be enlarged to a 
representation of so(!+ 1, I). Let M;.i+2 = ·}( p2 + I) q1 - ( p · q) p1 (j = 1, ... , /), 
Mz+i.z+2 = T = p · q. Then {Ma1:1} (I ~ rx < f3 ~I+ 2) do form a representation 
of so(/+ 1, 1) with respect to Moyal and Poisson brackets. However, this represen
tation is not equivalent to that obtained with the generators (lf1a8) of (ii). In fact 
in this case one gets tM"'8 * M~B = -(n2/4) /2 whereas for the two representations 
of so(/+ 1, I) with "hatted" generators the value of the same Casimir is equal to 
-(Ji2/4)(12 - 1). 

All this strongly suggests that there is something wrong with the *-product of 
IR21 we used at first. Hence we shall try to choose a new *-product that is suggested 
by the geometry and the symmetry group of the problem: SO(l + I). We are working 
in 2/-dimensional phase space. This leads to parameterizing the problem with a 
manifold on which SO(!+ 1) acts naturally. In view of Section 8 of I, the cotangent 
bundle T*(S1) appears as a natural candidate. 

(c) The new *-product. In Section 8 off, we obtained the natural *-product 
for the manifold W = T*(S~ embedded in u;t2z+2• We utilize the same notations. 
Let/, g e N(W) and/, g the corresponding elements of N 0 (differentiable G-invariant 
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functions on W0 = (1Rz+1 - {O}) X IR1+1. We denote by *w the new *-product on the 
manifold Wand *o the Moyal product on the open subset W0 of IR21+2• We thus get: 

f *w g = (/ *o g) I W. (8-2) 

If one chooses a chart on W one will get a *-product in an open subset of !R2l. 

This *-product will depend on the choice of coordinates and will be different from the 
usual Moyal product in IR21• However, it results from our study that Q3 and P 3 

(the third power of the Poisson bracket on IR21), restricted to the considered open 
subset, will belong to the same (nontrivial) cohomology class, i.e., define equivalent 
infinitesimal deformations. 

We now give an expression for the product *w in coordinates. We choose for S' 
the stereographic projection from the north pole: 

(I ~j ~I) (8-3) 

which is defined on S 1 - {(O, ... , 0, I)} and compute the corresponding cotangent 
coordinates. We have: 

On S1 we shall take the usual line element given by 

z 
ds2 = (1 - 71'!+1)2 I (dp1)2 = I g;; dp' dpi, 

i-1 i.J 

and this will define the duality between vectors and covectors. The expression of 
cotangent coordinates will thus be: 

(I ~j~l). (8-4) 

Formulas (8-3) and (8-4) define a chart for W on the open subset Q = W -
(B-1(0, ... , 0, I)) where Bis the projection of the bundle Won its base S1• This chart 
will be denoted by c = (Q, if) where if is the map (11', f) ~ ( p, q) defined by (8-3) 
and (8-4). 

The corresponding curvilinear coordinates on W0 defined by the projection ifi 0 </> 
from W0 on R21 are: 

x' = (111' I _ 7T1+i)-1 11';, 

Ys = / 11' I gi - !!.:_{ 11'· - g;1T1+1 + gz+i1TJ 
/ 11' I ' (1 ~j~l). 

These functions are defined on tJ = W0 - ((IR+* · (0, ... , 0, 1)) x !Rl+1). 

fn the following, in order to simplify the writing, we shall no longer make a distinc-
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tion between upper and lower indices, since both p's and q's can be considered as 
coordinates on W. The inverse map tji-1 : IR21 -+ Q may be written: 

TT; = 2(p2 + 1)-1 PJ' 

g; = t(p2 + 1) qi - (pq)p;' 

71'1+1 = (p2 + J)-l(p2 - 1), 

gl+l = p. q. 

Let/e N(W); its expression with the help of the chart c will be the function Fe C"'(R!1) 

which is defined by F( p, q) = f(TT, ~- The corresponding function which is defined 
by F(p, q) = f(TT, g). The corresponding functionP defined in ti will be the function 
F(TT, g) = F(x('1T), y(TT, m =/(I TT 1-1 TT, I 7T I g - I TT 1-1 (TT • g) '1T). In the specific 
chart c we shall denote the twisted product *w by*'· We thus finally get for two such 
functions F, Ge C"'(~21) 

F*' G = ((P *o' G) I W) o ifr1 (8-5) 

where *o' is the usual Moya! product on the open subset tJ. It is this product *' 
that we shall utilize in order to solve the Kepler problem. 

Remark. The functions xi and y1 , together with the two functions xz+1(TT) = 
log I TT I and Yz+i(TT, g) = TT • g, define a (Poisson) canonical diffeomorphism of ti 
onto IR21+2: 

!+l Z+l 

L dxa /\ dy11. = L d7r11. /\ dg" I 
~=l a•l Q 

and by restriction tfi is a symplectic diffeomorphism from Q onto IR21• 

We now study in detail the properties of the product *'· Let F, Ge C"'(IR21); we 
define the bracket M' by 

M'(F, G) = (ifz)-1(F*' G - G *' F). 

With respect to this bracket the Heisenberg commutation relations obviously hold: 

(l~j,k~l). 

Let m, n E 1'Jl and pm = p'.J'i • · · · · p'['i, q" = q;1 · · · · · qf '. Now define a linear 
map T by 

7(1) = I, 

r(p1) = P;, 

r(q1) =qi' 

~j~ !, 

1 ~j ~ !, 

It is obvious that r( pm) = pm but in general r(q") :fa q"'. For example, we have 

I ~ j, k ~ I (8-6) 
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and 

~ ( ')2 - 2 - 2! + (/ - 2) p2 .1.:2 
£._, qi * - r ( 2 + 1)2 Tl • ,_1 p 

One checks that r maps polynomials in the variables p, q into polynomials in q's with 
coefficients in the ring of rational fractions in p's whose denominators are powers 
of p2 + I. If R and S are polynomials we thus get 

r(R * S) = r(R) *' r(S) (8-7) 

and one can define easily an extension of this homomorphism to the ring of poly
nomials in q's whose coefficients are C"' functions of p. Moreover, r will map formal 
series in Pi , qi into formal series in the variables Pi, qi, and z == ( p 2 + l)-1, and the 
ring of formal series in qi with coefficients that are C00 functions of p1 into itself, 
in such a way that (8-7) will hold. This relation (8-7) exhibits the "c-equivalence" 
(in the sense of I, Section 7) between the associative algebra deformations defined 
by the twisted products * and *'· 

Remark. One should note that in relation (8-6) the *' product of two "position 
coordinates" is a function of linear momentum also. This feature is completely 
different from what one gets with the usual Moya] product, related by the usual Wey] 
correspondence to the operator product. The product *', which is a natural product 
for the preferred set of observables for the hydrogen atom problem, though being 
(as we shall see) equivalent spectrally to the product *• differs radically in its func
tional form from the latter. [It has the correct classical limit when n -+ O.] 

We now consider the product which is induced on so(/+ 1) by*'· The generators 
are M;k = q,Pk - qkpi, M1,1+i =Ai= -t(p2 - 1) qi+ (p · q)p1 (I <j, k ~ !). 
One checks that on the open set ti one has (M,,.13 o i/J)(rr, fJ = ~a.7Ta - ~aTTa. (1 ~a, 
f3 <I+ 1). We thus have on so(/+ 1) the *-product mentioned at the beginning 
of Section 7 (I+ 1 replacing/). The product *'is so(!+ I) invariant in the sense of 
Section 9 ofl, i.e., we have for F, G E C""(IR21) and any X = La.<B A,,f!M,,8 where A,,.8 E 1R 

{F *' G, X} = F*' {G, X} + {F, X} *' G. 

The spectrum of the generator M,,8 is known from Appendix A-1. In the particular 
case in which we are primarily interested (/ = 3), the well-known decomposition 
so(4) = so(3) EB so(3) allows us to exponentiate easily all generators of either so(3) 
subalgebra. Let X = r.:=1 (r:Y.1/2)(Mkm ± M14) where (jkm) is an even permutation 
of (123) and L:;=1 r:Y.l = I. Suppose f E C"'(IR); then one gets as in Section 6 

X *-
1 f(X) = Xf(X) - ~

2 

(f'(X) + i Xf"(X) ). 

Exp(Xs) = (cos ! r4 

exp [-
4

: tan ! ]. 
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The results of Section 7 allow us to compute the spectrum of Casimir 

fz2 L M,.e *' M,.(3 = I'2 
- /(/ + I) 4 

l.;;o.<.B.;;l+l 
C= 

where I'= ir(p2 + l) = I g I and where the corresponding (G-invariant) function 
is f'(TT, g) = I'(x(TT), y(TT, g)) = (7T2g2 - (TT· g)2)1/2. One finds Sp C = {n(n + I - I)h2 

n = 0, 1, ... }. The square root (for the product *') of C + (/ - 1)2(/i2/4) is 
y =I' - [(l - l)/4I'] li2• The Fourier-Dirichlet expansion of the *'-exponential 
Exp(ys) is obtained from formula (7-11): 

(8-8) 

where 

II'.,= 21-11w-1e-2r11tc-1)" (n + '-; 1 ) L~-2 
(
4r). cs-9) 

Moreover for any s E U' with Im s ~ 0 the distribution Exp(ys) is tempered and 
Eq. (8-8) holds in .9"'(1R21) for the weak topology if Im s < 0. 

One easily checks that 

JR" II' .,(p · q) dp dq = (27Tli)1 N.,, 1 

with 

(n +I - 2)! 
Nn,z = (2n +I - 1) n! (l - I)! . 

This is [22] the number of spherical harmonics of degree n on S1• In particular if 
I= 3, Nn, 3 = (n + 1)2 and if I= 2, Nn, 2 = 2n + 1. 

Remarks. (I) Consider the subalgebra so(l) C so(!+ 1) spanned by the generators 
(M;k), 1 ~ j < k ~ /. It is obvious that on this subalgebra the product induced 
by *' is the same as the product induced by the ordinary Moyal product in IR21 (the 
stereographic projection is the identity on a s1-1, considered as embedded in 1R1+I). 
(2) Consider the Lie algebra so(/+ I, I) introduced in Section Sb with generators 
(MixB) (I ~ a: < f:3 ~ I+ 2). One has Ma.,z+2 o i/;(7T, g) = g,. and 

- 7T • g ga. = I 7T ! ga. - -
1
--

1 
7T" 

i 7T' 
(I :s;; a: :s;; I + 1 ). 

However, here the product *' does not induce an invariant *-product (in the sense 
of Section 9 of I) on the Lie algebra so(!+ 1, 1). For example, one gets 

M;.z+2 *1 

M1.l+2 -:- (M;,1+2)
2 + (u + 2) (p21 J)2 - ~) fz2. 

595/III{I-IO 
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(d) Discrete spectrum of H. We shall solve in this section the problem of the 
discrete spectrum of H, i.e., we suppose E < 0. This will be done in a SchrOdinger
Iike approach: We look for solutions of 

(H - £) * <P = 0, 

<P = iP, 
(8-10) 

where the bar denotes complex conjugation. We utilize the notations introduced 
in Section 8b: e' = (-2£)112

, Yo = i( p 2 + 1)112 * r * ( p 2 + 1)112
, T = p · q. We 

have 

Exp(-Ts) * (H - E) * Exp(Ts) = ie28(p2 + 1)1/2 *(I - e-•(y0 * )-1) * ( p2 + 1)1/2. 
(8-11) 

Thus if we set 

we obtain 

<!> = (p2 + 1)112 * Exp(-Ts) * <P * Exp(Ts) * (p2 + 1)112 

(1 - e-•(y0 * )-1) * <!> = 0, 

i=<t> 

If we introduce lJ' = {y0 * )-1 * (/) * (y0 * )-1 we finally get 

(y0 - e-•) * lJ' = 0, 

p = lJ'. 
(8-12) 

We now show that the spectrum of 'Yo for Moya! *-product is identical to the spectrum 
of 'Y = r - [(l - 1)/4I'] li2 for the *'-product. To begin with we have T(Yo *Yo) = 
y * y. In fact 

7 C'Yo *Yo)= 7 ( I (M .. a*)2 + !2 

(l - 1)2
) 

l<<><B<l+l 

We know that 

I (T(M .. 13) *1

)
2 + ~ (l - 1)2 

/j2 
I (Ma.B*')2 + 4 (J - 1)2 = 'Y *' y. 

l.;;a<Jl.;;l+l 

( 
l - 1 )2 

'Y *' y = L n + -2- /j2fl' n 
n;;.o 

where the II',. are given by Eq. (8-9) and satisfy: 

II'n *[J'n = II'n = fl'n• 
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Let us consider the G-invariant function fI'n associated with II',.. We can develop 
f'I',,. as a series in the variables Tr, g with respect to the Moya! *-product in 1!121+2• 

From this follows a development of II',. as a series in the variables p, q with respect 
to the twisted product *'. Now if we consider the same series in the variables p and q 
but with respect to Moya! *-product in IR21 we obtain a function II,. such that 

r(II,.) =II',., 

II,. *II,. =II,. =fl,.. 

With the help of these functions we thus get 

' ( I I - 1 )
2 

J<2II Yo * Yo = L.. n T - 2- r1 n 
n;;;.o 

and finally 

( 
I - 1) Yo = L ± n + - 2- fill,. . 

n;;;.o 

We now prove that we have only plus signs: 

( 
I - I) Yo = L n + -2- nII.,. . 

n;;;.o 
(8-13) 

Let/= 2-112(p2 + 1)112 * r 112 ; we have y0 = f *]and 

- ( /-I) II.,. * Yo *II,. = (II.,. * f) *(II.,. * j) = ± n + - 2- nII.,.. 

As mentioned in Section 2c, if f, g E L2(1R21) we have: 

f. (f * g)(p, q) dp dq = f. (fg)(p, q) dp dq. 
A'' ~I 

We thus "obtain 

f. (II,.* f) *(II,. *f) dp dq = f. I II.,. *f1 2 dp dq 
A'' ~I 

= ± (n + l-; I ) n Ji<" IIn dp dq 

= ± (n + I-; I) n(2Trl2)1 N,.,z 

and hence only the plus sign is admissible since the left-hand side is positive. 
Finally we get 

1 ( /-1) (-2£)1/2 = e-• = n +-2- n for all n = 0, I, 2, ... 

and in the particular case l = 3, E = - I/2(n + 1)2 li.2 with multiplicity (n + 1)2. 
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(e) Continuous spectrum of H. We now consider the case E > O and we 
write (2£)112 = e". We have in this case: 

Exp(-Ts) * (H - E) * Exp(Ts) = !e2•(p2 - I) - e"r-1 

= e2Br-112 * ( y' 4 - e-•) * r-112 

where y' 4 = ir 112 * ( p 2 - 1) * r1 t2• Thus the problem is now to "diagonalize" the 
function y' 4 • 

We show that the diagonalization of y'4 is equivalent to the diagonalization of 
T = p · q. Expansion (8-13) for y 0 allows us to define the function (y0 * )-112 by 

(( 
I - I ) )-112 

fro*)-1/2 = L n +-2- fz IIn. 
n;;.o 

Consider the function u = 2-1!2(y0 * )-112 * ( p2 + 1)112 * r 112 whose *-inverse is the 
function (u* )-1 = 2112,-1/2 * (p2 + I)-1/2 * (y2 * )112 where (y0*)1/2 is defined by 

(( 
/ - 1 ) )1;2 

(Yo*)l/2 = L n + -2- fz IIn. 
n;;.o 

It is trivial to check that one has (u * )-1 = 2-112, 112 * ( p2 + 1 )112 * (y0 * )-112 and that 
if y'0 = fr1/ 2 * (p2 + 1) * r1!2 one has Yo= u * y'0 * (u * )-1

• The functions y'0 , 

y' 4 , T already mentioned in Section 8b satisfy the commutation relations of so(2, 1) 
for Moyal bracket. It follows that y = T(y0), y4 = T(u * y' 4 * (u*)-1

), and 
T(u * T * (u*)-1) satisfy the commutation relations of so(2, 1) for the bracket M'. 
Consider the abstract Lie algebra so(2, I) with the following commutation relations 
[I''0 , I''4] = iT', [I''4 , T'] = -iI''0 , [T', I''0] = iI''4 • One has Ad(exp(-itI''0)) • 

I''4 = (cost) I''4 +(sin t) T'. If Is I < '1T the function Exp(ys) is well defined by 
its power series expansion 

Exp(ys) = I -\ ( ~; *')n 
n;;.o n. In 

and it follows that: 

The function Exp(y(rr/2)) may be written with the help of Eq. (8-8): 

Exp (y ; ) = l exp (-i (n + l 2 
1

) ; ) II'n 

= T [I exp (-i (n + / 2 
1 

) ; ) II .. ]. 
n;;.o 
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We thus finally get T = v * y'4 * (v * )-1 where 

It follows that for the product *'the spectra of T(y'4) and T(T) = Tare identical. 
It is easy to show that this spectrum is the real line. One first proves that if T *' ef>A = 

<PA *' T = >..ef>A (J.. E IR) with ef>A = ~A, then for any ex e IR the function ef>A+f!rx = 
i p !;'" *' cp *' Ip J-h satisfies the same equations with >.. + fzcx instead of>... Thus one 
only needs to show that there exists a function ef>o such that T *' ef>o = ef>o *' T = 0, 
<Po = ~0 • The function cf>o = T(7T(0, T)) where 7r(O, T) is given by Eqs. (6-13) satisfies 
these requirements, and moreover cpA *' cp,,. = S(>.. - µ,) cp,.. . Note that the spectrum 
of T = p · q for the Moyal product has been obtained in Section 6b. It is of course 
the real line (which shows in this case also that T is isospectral). If we denote the 
generalized eigenvalue by >.. E IR, we have >.. = e-• and thus E = l/21..2 > 0. 

We have thus succeeded in getting the spectrum of the hydrogen atom Hamiltonian. 
In our approach the singular Coulomb potential r-1 has been replaced by the (probably 
smooth) velocity-dependent potential 

T(rl) = T(Hp2 + 1)1/2 * (ro*)-1 * (p2 + 1)1/2) 

1 
= (p2 + 1)1/2 ><' *' (p2 + J)l/2. 

r(p2 + 1) 

APPENDIX 

(A-1) Two-Dimensional Isotropic Oscillator. 

In this appendix we consider a two-dimensional harmonic oscillator with 
Hamiltonian H = l( p 1

2 + p 2
2 + q1

2 + q2
2). We also consider the angular momentum 

La = q1 P2 - q2p1 and will give a complete treatment of the twisted diagonalization 
problem with respect to the dynamical functions Hand La ; i.e., we solve the eigen
value problem: 

H * cp = cp * H = Ee/>, 

La * cf> = cf> * La = Mcf>, 

cp = ~. 

cp * cp = cp. 

(A-1) 

In order to do this we introduce the following linear canonical transformation: 

q'1 = 2-1/2(q1 + p.;), 

q'2 = 2-1l 2(q1 - Pz), 

p'1 = -2-1/2(q2. - pJ, 

p' 2 = 2-112(q2 + p.J, 
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together with the functions: 

ar = 2-1 / 2(q'1 + ip'J, 

ai = 2-1/2(q' 2 + ip' 2), 

The functions a, and a1 are (respectively) "creation functions" of left and right 
quantas: ar = 2-1

/
2(a1 - ia.J, a1 = 2-1/ 2(a1 + ia.;) where a1 = 2-112(q1 + ip1), 

j = I, 2. The functions N, and N1 commute (for *) and one has 

H = Nr + N1 +I, 
La= Nr - Nz. 

It follows from Section 6 that, for s E IR and ex = r or ex = l: 

Exp ((N" + ~) s) =(cos ~r
1 

exp (-i(2N" +I) tan ~) 

"' = L 2( - I )k e-<2Nrx+i> Lk(4N" + 2) e-ilk+C112))., 

k=O 

the series converging in Y''(IR4). Hence if n EN, m = n, n - 2, ... , -n, and 

</> = 7T n,m = 4( -1 )n e-2
H Lc112Hn+mJ(2(H + La)) Lc112Hn-mJ(2(H - La)) 

the system (A-1) is satisfied with E = n + I, M = m. 

(A-2) 

Conversely the decomposition (A-2) allows one to show that solutions of the system 
(A-1), analytic in a neighborhood of 0 and belonging to Y''(IR4), exist if and only if 
E = n is a nonnegative integer, M = m, m = n, n - 2, ... , -n. In such a case 
</> = 7Tn,m • 

(A-2) Proofs of the Lemmas of Section 7 

LEMMA I. Consider the function O(x, t) = (cos(at))" exp[iµ.x tan( at)] where ex El, 

a > 0, andµ. E IR*. Let I t I < 7r/2a; then 

"' 1 t )n 
B(x, t) = L I(~ Cn(X). 

n=O n. ln 

8 satisfies the partial differential equation 

ao a20 ae 
i- = au.-1x - - Ol.lltL-1 - - aµ.x8. ot r ox2 r ox 

Hence the following recursion relation holds for the polynomials G,.: 

Gn+l(x) = na[µ.- 1xGn" - cxµ.- 1Gn' - µ.xGnJ, 

C0(x) = 1. 
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It is straightforward to check that the functions Sn defined by 

n ~ 0 (y > 0) 

satisfy the relation: 

Sn+2(y) = a2(µ. 2y + 3o: - 2) Sn(Y) 7 2a2 [2(:l:'. - 4) y + 3(o: - l)(ix - 2) µ.-2] Sn'(y) 

+ 4a2y[(x2 - 13:x + 27) µ. 2 
- 2y] S/(y) - 16a2µ.-2(o: - 6) y 2Sn"'(y) 

+ l6a2µ.-2y3S~4>(y). 

On the other hand let ((g2 - (31 - 4)(1i2/4))*)n = Tn(g2); Eq. (7-1) implies an obvious 
relation for the polynomials Tn: 

If a = µ.-1 = li/2 and a: = 2 - I the two previous recursion relations have the same 
coefficients: 

g2 
- (3/ - 4) fz2/4 = a2J1..2g2 + (3a: - 2) a2; 

li2[3/(/ - I) 112/8 - (I+ 2) g 2] = 2a2[3(ix - l)(ix - 2) µ.- 2 + 2(a: - 4) g 2]; 

lig
2
[(/

2 + 91 + 5) 112/4 - 2g2] = 4a2g2[(o:2 - 130: + 27) µ.2 - 2g2]; 

(I+ 4) fz2g 4 = - I6a2µ.-2(o: - 6) g 4 ; 

fz4g6 = l 6a2µ.-2g6. 

Furthermore T1(g2) = S2(g2). Hence Tn(g2) = S2n(g2) = g-1(-fz)-2n-I G2n+1(g) = 
g-1G2n+1(g) for any n > 0 and the proof is complete. 

LEMMA 2. The commutativity of the product is clear. In fact for any function 
fe C'"(R+) the Moya! bracket M(M1k ,f(g2)) = 0 (1 ~j. k ~ [). Hence for any 
integer n ~ 1 one gets M((g2*)n,J(g2)) = O and the powers (g2*)n generate all poly
nomials in the variable g2• 

Next define recursively the following functions Ri,(x) = l, Rn =An.Ro (n > 0). 
It is straightforward to check that for any n ~ 0, Rn(x) = x-1Gn+i(x) where Gn 
is the polynomial which is defined in expansion (7-2). On the other hand 
let FE C00(~+ - {O}); then 

(A 2F)(g) = (g2 - (31- 4)(1i2/4)) *F(g). 

To see this one only needs to rewrite Eq. (7-1) with f(g 2) = F(g). It follows from 
R!n+I = A 2nR1 = AR2n and R1(x) = X - [(I - 2) li2/4x] that 

((g2 
- (31 - 4)(112/4)) *r * y 1p,q = (AR2n)(g(p, q)). 
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This proves relation (7-4) in the case Q(y) = Tn(y) for R2n(g) = g-1G2n+1(g) = 
T,.(g2). The powers ((g2 

- [(3! - 4)/4] li2)*)n generate all polynomials in the variable 
g 2, whence the result. 

LEMMA 3. One first computes P 2( g, F( g)) and finds 

P2(g, F(g)) = 2(gF"(g) + IF'(g)). 

It follows from Lemma 2 that in the case r/>( p, q) = Q(g2
( p, q)), where Q is a poly

nomial, we have: 

y * r/> = yr/> - (112/8) P 2(g, r/>). 

On the other hand, for such a cf>, Eq. (7-5) holds (the series has only a finite number of 
nonvanishing terms) and P( g, </>) = 0. Hence for any n > 2 we get 

pn(g, </>)+(I - 2) n(n - I) pn-2(g-1, r/>) = 0 (A-3) 

in the case </> = Q(g2). We now show that the previous equality holds for any 
cf> = F( g). Let n > 2 be a fixed integer. It is easy to prove that there exists a sequence 
of polynomials (Pkh>i such that the polynomials Rk defined by Rk(x) = Pix2) have 
the following property: on any compact subset of IR+*, the polynomials 
Rk, R'k , ... , R~"> converge uniformly (respectively) to F, F', ... , pen> as k ~ oo. Let 
us write Rk(g(p, q)) = ch( p, q). On any compact subset of U the expression 
P"(g, c/>k) +(I - 2) n(n - I) pn-2(g-1, c/>k), which is 0, converges uniformly to 
P"( g, </>) + (l - 2) n(n - 1) P"-2(g-1, </>) as k-+- oo. Hence this last expression is 
identically 0 on U. 

LEMMA 4. Let g(x) = x - [(l - 2)/4x] li2
• One immediately checks that (Ag)(x) = 

x2 
- [(3/ - 4)/4] li2, which proves the lemma for (y* )2• We prove by induction the 

end of the lemma. One has g(x) = x-1G2(x). Suppose that (1-7) holds for n and that 
x-1G,.+i(x) = R,.(x) is a polynomial if! Ii. Lemma 3 implies: 

(y*)"+l = y * (y*)" = (AR.,.)(g) = R,.+i(g) = g-1G,.+2(g) 

and obviously g-1G,.+l g) is a polynomial in 11. 

Remark. Even powers of y are polynomials in the variable g2 and odd powers of y 

are quotients of polynomials in the variable g2 by g. 
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Wigner distribution functions and the representation of 
canonical transformations in quantum mechanics 
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Abstract. In this Letter we show how for classical canonical transformations we can pass, 
with the help of Wigner distribution functions, from their representation U in the 
configurational Hilbert space to a kernel K in phase space. The latter is a much more 
transparent way of looking at representations of canonical transformations, as the classical 
limit is reached when ti-+ 0 and the successive quantum corrections are related with the 
power of h2

", n = 1, 2, .... 

In recent publications one of the authors (MM) and his collaborators have discussed 
extensively the representation in quantum mechanics of non-linear and non-bijective 
canonical transformations (Mello and Moshinsky 1975, Kramer et al 1978, Moshinsky 
and Seligman 1978, 1979a, b). The representations, to be denoted by U, are given in 
definite Hilbert spaces like, for example, the one associated with coordinate q; thus the 
matrix elements (q'J UJq") related with specific canonical transformations were derived 
explicitly. It is not easy though to see from these matrix elements the quantum 
modifications to the canonical transformations, as the latter are formulated in phase 
space rather than in Hilbert space. Thus it is interesting to discuss the representation of 
canonical transformations in the phase space version of quantum mechanics that was 
developed originally by Wigner (1932), with the help of the distribution functions that 
now bear his name. We shall do this in the present Letter, illustrating the analysis with 
the representations of some simple examples of canonical transformations. 

We begin by recalling the definition of Wigner's distribution function f(q, p) for a 
given wavefunction l{!(q), i.e. 

-I Joo J J (2ipy) f(q,p)=(7rli) _
00 

(l/Jq+y)(q-y !/t)exp -Ii- dy, (1) 

where we use Dirac's notation (ql!/t) = l{!(q), (I/liq)= l/l*(q), and restrict ourselves to a 
single degree of freedom. As is well known (Wigner 1932), the integration of f(q, p) 
with respect top or q gives the probability density for the state Ir/I) in configuration or 
momentum space respectively. 

We consider now a canonical transformation 

Q = Q(q, p), P=P(q,p); {Q,P}=ilQ aP - ilQ aP = 1 
aq ap ap aq 

t Member of the Instituto Nacional de Investigaciones Nucleares and El Colegio Nacional. 
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(2) 
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under which a classical distribution function f(q, p) would of course transform into 
F(q, p) given by 

F(q,p)=f1Q(q,p),P(q,p)]. (3) 

In quantum mechanics though, the state l!/r) transforms into (Mello and Moshinsky 
1975, Kramer et al 1978, Moshinsky and Seligman 1978, 1979a, b) 

II/I)~ I'll>= VII/I), 

and thus 

-1 f "° I I (2ipy) F(q, p) = (-rrh) _
00 

('l' q + y)(q -y 'l') exp h dy 

= (-rrh)- 1 fJ J dz+ dy dz_ < l/llz+)(z+IUtlq + y) 
-oo 

(
2ipy) x(q-ylUlz_)(z-11/!)exp h. 

(4) 

(5) 

Writing z ± = q' ± y' when it is associated with l/.i, and z± = q' ± y' when it is associated 
with U, and integrating over q', y', y', y, with the extra factor 

8(y'-ji') = (11'h)-1 L: exp(2ip'(~ -ji')) dp', 

we immediately arrive at the relation 

F(q, p) =I I dq' dp' f(q', p')(q'p'IKlqp), (6) 
-oo 

in which the kernel K is given by 

(q'p'IK)qp)=2(-rrh)-I If dydy'(q'+y'IUtlq+y) 
-oo 

X< lul 
, ') (i(2py-2p'y')) 

q - y q - y exp h , (7) 

where from (3) we expect that 

Jim (q'p'IKlqp) = 8[q' -Q(q, p)]8[p' -P(q, p)]. 
h~o 

(8) 

To obtain K we must known U which, in principle (Dirac 1947), is determined by 
the equations (Mello and Moshinsky 1975, Kramer et al 1978, Moshinsky and 
Seligman 1978, 1979a, b) 

Q(q, p) = UqU\ (9) 

where q, p are now quantum mechanical operators. As ut U =I, we can pass ut to the 
left-hand side, and taking matrix elements between a bra (q'I and a ket lq") obtain the 
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equations (Mello and Moshinsky 1975, Kramer et al 1978, Moshinsky and Seligman 
1978, 1979a, b) 

o( q', T a~,)<q'IUlq") = q"(q'IUlq">. (lOa) 

P( q', T .,:.)<q'IUlq") = -T 0:,,(q'IUlq"). (lOb) 

Of course these equations only make sense when Q, P are well defined operators; 
otherwise, more sophisticated procedures need to be used (Moshinsky and Seligman 
1978, 1979a, b). 

We shall now consider two simple examples of canonical transformations. The first 
will be the linear one 

Q= aq+bp, P=cq+dp; ad-be= 1, b>O, 

where the constants are all real. We have then (Moshinsky and Quesne 1971) 

(q'I Ulq") = (27Tb )- 112 exp[(-i/2b )(aq'2 
- 2q' q" + dq"2

)], 

(11) 

(12) 

which satisfies equations (10) if we note from (11) that c =(ad -1)/ b. Introducing ( 12) 
in (7) and using the relation (q'I Utlq") = (q"J Ufq')* we immediately obtain 

(q'p'IKJqp) = 8[q' -(aq + bp)]8[p' -(cq + dp)]. (13) 

Thus for the linear canonical transformation the kernel coincides with its classical limit 
(8), in agreement with the fact that for this type of transformation Poisson and Moyal 
(1949) brackets coincide. 

In the second example we take Q as the Hamiltonian of a linear potential (Landau 
and Lifshitz 1958), and thus we have the canonical transformation 

P=-p/Fo, (14) 

where m is the mass, F0 a constant of the dimension of force, and { Q, P} = 1. Equation 
(lOa) leads then to an Airy function (Landau and Lifshitz 1958), and we also satisfy 
(lOb) and get a normalised (Landau and Lifshitz 1958) unitary representation if we 
write 

(q'I Ulq") = A<t>(-g), 

g = [q' + (q" / Fo)](2mFo/li2
)

113
, 

A= (2m )1131T -112F0116 11 -213, 

<t>(g) = (47T)-
112 J_: exp{i[(u 3 /3)+ ug]} du. 

(15a) 

(l5b) 

(15c) 

(15d) 

Substituting (15a) into (7) and making use of (15d) we can show straightforwardly that 
for the canonical transformation (14) the kernel K becomes 

1/3 1/3 p2 

(q'p'IKJqp)={2(1i2;~) 7T-112<t>(2(h2;~) ( 2m -Foq-q')]}s(p·+;J (16) 

We note first that when h.,. 0 the function <t> becomes (Landau and Lifshitz 1958) either 
very small or very rapidly oscillating except when q' = (p 2 /2m)- F 0q. Furthermore, 
with the help of (15d) we easily see that 1T-

112 f'."00 <t>(x) dx = 1. Thus the expression in 
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{ } in (16) tends to a 8 function in the limit Ii-+ 0, so that the kernel K goes into its 
classical limit (8), where Q and Pare given by (14). 

To see what the quantum corrections are, it is best to apply the K of (16) to a smooth 
distribution function f(q, p ), rather than study it directly. We choose 

f(q, p) = ( TTab )- 1 exp[ - (q 2 
/ a 2)-(p 2

/ b2
)], (17) 

where from (1) we will have the relation b =hf a if f is obtained from a Gaussian state in 
configuration space. Again using (15d) we obtain for the new distribution function 
F(q, p) the expression 

00 112kp~km-k 3 k (-l)(3k-1>12(2Q)'(3k)!) 
F(q,p)=f(Q,P) k~o (2a) 3k ( ,~ a't![(3k-t)/2]!k!3k ' (18) 

3k-t even 

where Q, Pare given by (14). As indicated in (3), f(Q, P) is th~classical change in the 
distribution function due to the canonical transformation, and it will be the only one 
remaining in (18) if h-+ 0. Thus the terms associated with the higher powers of 112 

indicate the successive quantum corrections to the distribution function when we 
perform the canonical transformation. 

The examples discussed in this Letter are very specialised, but they clearly indicate 
the procedure to be followed in general. Among the more interesting cases where this 
formalism can be applied are those of non-bijective (Kramer eta! 1978, Moshinsky and 
Seligman 1978, 1979a, b) canonical transformations. The concepts of ambiguity group 
and ambiguity spin used in the derivation of the representation U can then give 
interesting insights into the structure of phase space as a carrier of canonical trans
formations, as will be discussed in future publications. 

The authors are indebted to Professor E P Wigner for a stimulating presentation of his 
distribution function formalism and helpful discussions, during his recent stay in 
Mexico. 
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Wigner's phase space function and atomic structure 

I. The hydrogen atom ground state 
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We have constructed the Wigner function for the ground state of the 
hydrogen atom and analysed its variation over phase space. By means of 
the Weyl correspondence between operators and phase space functions we 
have then studied the description of angular momentum and resolved a 
dilemma in the comparison with early quantum mechanics. Finally we have 
discussed the introduction of local energy densities in coordinate space and 
demonstrated the validity of a local virial theorem. 

1. INTRODUCTION 

This is the first of a series of papers devoted to the phase space description 
of atomic and molecular systems. Phase space representations of quantum 
mechanics have been extensively discussed since the classical works by Weyl 
[1], Wigner (2], Groenewold [3J and Moya! [4]. They have been applied in 
quantum statistical studies of transport processes and radiation (see, for example, 
(5] and (6]), and in treatments of molecular and nuclear dynamics (for example, 
[7-10]). They have, however, not yet been used in such detailed theories as 
the theories of atomic and molecular electronic structure. 

In this and forthcoming papers we shall investigate the possibility of ex
tending the application of phase space representations to such theories as well. 
Very accurate wavefunctions are now available for all atoms and for a large class 
of molecules. These wavefunctions have always been generated in coordinate 
space, but there has been a considerable interest in their momentum space 
representatives as well. The use of phase space representations allows one to 
include the coordinate and momentum characteristics in a single picture, and 
hence it may serve to improve our understanding of the dynamical behaviour 
of electrons in atoms and molecules. 

The phase space formulation of quantum mechanics treats states and 
transitions in an equivalent manner. Thus, there is a phase space function 
associated with every quantum state and with every quantum transition as well. 
This function is the Wigner function. 

In the present paper we shall only consider Wigner functions associated 
with states. Operationally, such functions play the role of probability densities 
in phase space. The values of the functions are, however, not restricted to being 
positive or zero, although they are always real. Hence, one may not interpret 
the functions as probability densities. Such an interpretation would of course 
also be inconsistent with the uncertainty principle. 

0026-8976/82/4705 1001 $04·00 © 1982 Taylor & Francia Ltd 
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If a Wigner function cannot be interpreted as a probability density, how 
may it then be interpreted ? This question, which has attracted considerable 
attention, was discussed in a recent article by one of the authors [llJ. The 
conclusion is that one must reoonsider the role played by a point in phase space. 
The signUicance of such a point is not, as in classical mechanics, that it defines 
a simultaneous position and momentum of a particle. It is instead that it 
defines an inversion operator, the so-called Wigner operator [12, 13]. 

The properties of the Wigner operator and the group theoretical basis it 
lends to the phase space representation of quantum mechanics has been 
thoroughly discussed by one of us [14 ], but since only one-dimensional motion 
was considered we shall here list a few of the relevant expressions for a particle 
in three dimensions. 

The inversion operator defined by the phase space point ( r, p) is 

fI(r,p)=(}h)3 ff dudvexp[~(r.u+p.v)] 

x exp [ - ~ ( L u + ~ . v) J ( 1) 

with the caret (" ) denoting operators. The Wigner function associated with a 
normalized state vector Ir/;) is 

f(r, p)=(~)3<rf;in(r, P)irf;>. (2) 

It is normalized such that 

Jf f(r, p)drdp=l. (3) 

I£ t{l( r) and cf>( p) are the coordinate and momentum wavefunctions, respectively, 
that is 

then we may also write 

tfo(r)= (r[t{l), 

cf>(p)= (pjY,), 

(4) 

(5) 

f(r,p)=G)3 J dr'Y,(r-r')*ifi(r+r')exp(-~p.r') (6) 

and 

f(r,p)=(~)3 f dp'cf>(p-p')*cf>(p+p')exp(~r.p'} (7) 

Further we have the relations 

f dpf(r, p)=o/(r)"'i/i(r), 

J dr f(r, p)=cf>(p)*cf>(p), 
and 

(r/;jdjtfo) = J J dr dp f(r, p)a(r, p), 

(8) 

(9) 

(10) 

where a(r, p) is the Weyl transform [1] of the operator d, as discussed in the 
Appendix. 
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It is the relations (3) and (8)-(10) that show how the Wigner function plays 
the role of a probability density in an operational sense. Let us also note that 
the eigenvalues of fI(r, p) must be ± 1, since it is an inversion operator. Hence 
[13] we get that 

Jf(r, P)I ~ GY (11) 

and consequently that f(r, p) must have support in a volume not smaller than 
(h/2)3• 

With the value of f at the point (r, p) being equal to 2/h times the overlap 
between 1,P) and its mirror image with respect to ( r, p ), we may say that f( r, p) 
is a measure of the way the point ( r, p) supports the given quantum state. 
Similarly, we may talk about the way a certain region or a certain trajectory in 
phase space' supports a state. A proper use of this kind of language leads to an 
integrated description of the wave and particle characteristics of quantum states. 

It is the purpose of the present paper to show how this kind of description 
works for the ground state of the hydrogen atom. 

2. THE WIGNER FUNCTION FOR ls ORBITALS 

In what follows we shall use atomic units, and hence put m, e and n equal to 
one, m being the electron's mass and - e its charge. We shall consider nuclear 
masses as infinite and exclude spin and relativistic effects. The hamiltonian 
for a hydrogen-like atom with nuclear charge Z is then 

P2 z 
H=z-7· (12) 

The coordinate wavefunction for the ground state has the well known form 

(
za)112 rp18(r) = -:;; exp ( - Zr) (13) 

and the corresponding momentum wavefunction is [15] 

,J. ( )- z.y2 zs12 1 
'l'h P - 7T (p2 + z2)2' (14) 

Thus we obtain the following equivalent expressions for the Wigner function 
by using equations (6) and (7) 

/ 18(r, p)=za J dr'exp(-ZJr-r'J)exp(-ZJr+r'J)exp(-2ip.r') (15) 
7T4 

and 
8Z5 f18(r,p)=-

5 
J dp1 [(p-p1

)
2 +ZZJ-2[(p+p')+Z2J-2 exp(2ir.p'). (16) 

7T 

Neither of the integrals involved can be evaluated in a closed analytical form 
and the Wigner function is consequently not expressible in terms of standard 
functions. This is in accordance with the fact that it satisfies a differential 
equation of infinitely high order [16], while the usual standard functions satisfy 
differential equations of the first or second order. 

2K2 
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The integrals (15) and (16) are, however, not newcomers in the theory of 
electronic structures. The integral (15) is, for a fixed value of r, the Fourier 
transform of the product of two ls orbitals centred around the points - r and r 
respectively. Thus it is recognized as a generalized scattering factor in the theory 
of X-ray diffraction of molecular crystals and as a standard integral in those 
band theories of solids that are based on Fourier transform methods. Several 
procedures have, accordingly, been devised for the evaluation of this integral 
by methods of approximation. 

Thus, McWeeny [17] and Silverstone [18] have studied methods in which 
one orbital is expanded in an infinite series about the origin of the other. Such 
methods are only rapidly convergent for small values of r, and hence they are 
not applicable in the present context where all values of r must be considered. 
Other methods implying the summation of an infinite series or the numerical 
evaluation of an integral have been suggested by several authors ((19-21] and 
references therein). Although very powerful for single values of r where the 
accuracy can be readily assessed, these methods are again not easily applied when 
r is allowed to vary freely. 

The natural procedure to follow in the present context is to approximate 
the function (13) by a finite series of gaussians and insert this series in (15). 
The resulting integrals can then be evaluated analytically. This method is 
capable of giving a good representation of the Wigner function for all values of 
r and p, and it can easily be extended to other orbitals than the ls orbital. 
Generalized scattering factors have been calculated along these lines by Mc Weeny 
[22] and Stewart [23]. 

We write accordingly 
M 

tP1s (Ml( r) = L Ci Xh) (17) 
i-1 

with Xi( r) being a normalized gaussian 

(
20: )8/4 

Xh) = -:;/ exp ( - o:ir2 
). (18) 

This gives 
M M 

/ 10<Ml(r, p)= L ci2 Pii(r, p)+ L cic;1{P.:;1(r, p)+P;i(r, p)} (19) 
i=l i>j=l 

where we have used the definition 

Pi;(r, p)= \ f dr' Xt{r-r')X1(r+r') exp (-2ip. r'). 
'Tr 

A straightforward integration results in 

Pi1(r, p)= 3 __ •:I_ exp (-yi1r
2) exp --- exp (2i-r.:1P. r) 1 ( y· )s/4 ( p2 ) 

w ~+~ ~+~ 

in which 

and 
CXi - CX1 

Tif=--. 
C(i + CXi 

(20) 

(21) 

(22) 

(23) 
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Hence we get that 

1 M ( p2) 2 M ( )3/4 f19 <M>(r, p)=--a L ci2 exp(-2ix.;r2)exp -z- +a L cici _1!:i_ 
Tr i•l CXi Tr i>j•I o:i+o:j 

x exp (-Yi;72
) exp (--L) cos (2TiJP. r). (24) 

o:i + 0:1 

In the following sections we shall study this expression for the hydrogen 
atom, using an M = 10 representation of the ls orbital determined by Duijneveldt 
[24 ]. This is the extremely good approximation to the true ls orbital, leading 
for instance to an energy which only deviates 0·00015 per cent from the true 
value. The parameters defining the expansion are reproduced in table 1. 

Table 1. Gaussian approximation to the ls hydrogen orbital [24). 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

0·062157 
0·138046 
0·304802 
0·710716 
1-794924 
4-915078 

15·018344 
54-698039 

254-017712 
1776·775559 

Cf 

0·107330 
0·339658 
0·352349 
0·213239 
0·090342 
0·030540 
0·008863 
0·002094 
0·000372 
0·000044 

We shall also make certain comparisons with the variationally determined 
M = 1 representation of the hydrogen ls orbital. As is well known, this approxi
mation is obtained for ix=8/9,,,.=0·282942a0-

2
• 

3. A CHANGE OF VARIABLES 

The Wigner function is a function in six-dimensional phase space. It is, 
however, obvious from (24) that f18(r, p) only depends upon the three quantities 
r, p and u, with u being the angle between the vectors rand p. Let us therefore 
define new phase space variables instead of 

r=(x1,x2,x3) (25) 

and 
P =(Pl> P2, Pa) 

by introducing three mutually orthogonal unit vectors [25] 

e1 2 si~ u/2 G-~} 

1 
e3 = --.- r x p = 8 1 x 8 2• 

rpsmu 

(26) 

(27) 
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These vectors define a right handed coordinate system S in ordinary three
space. The orientation of S with respect to a laboratory system S0 may be 
specified by three Euler angles ex, {3, y such that S is obtained from S0 by 

and 

(1) a rotation about the third axis of S 0 through the angle ex, 

(2) a rotation about the new second axis through the angle /3, 
(3) a rotation about the new third axis through the angle y. 

The following relations are then valid : 

x1 = - r [cos cx cos f3 sin ( y -i) + sin ex cos ( r -i) J 

x2 = - r [sin cx cos /3 sin ( r -i )- cos ex cos ( y - ~) J 

x3 = r sin f3 sin ( y - ~) 

p1 = - p [cos ex cos /3 sin ( y + ~) + sin a cos ( y + ~) J 

P2 = - p [sin ex cos /3 sin ( y + i )- cos a cos ( y + ~) J 

Pa=P sin /3 sin (r+i) 
dr dp = r2 dr p 2 dp sin u du sin f3 df3 dex dy. 

(28) 

(29) 

(30) 

The quantities r, p, u, ex, /3, y are our new phase space variables; r and p 
range from 0 to cc, u and J3 from 0 to 'IT, ex and y from 0 to 27T. 

We shall refer to the plane defined by r and p as the dynamical plane. Its 
normal, which is e3, has the spherical polar coordinates (/3, ex). The angle y 
will be called the dynamical angle. 

With these designations we may express the fact that fi. is independent of 
cx, f3 and y by saying, that all dynamical planes and all dynamical angles are 
equivalent. By displaying the dependence on r, p and u we obtain a complete 
picture of the ls-state in the phase space representation. Let us first consider 
the picture obtained in the M = 1 approximation. 

4. THE SINGLE GAUSSIAN APPROXIMATION TO THE ls STATE 

This simple approximation corresponds to a coordinate wavefunction of the 
form (18), that is 

(
2ex)3/4 if1,<1l(r)= -; exp (-cxr2) (31) 

with ex=8/97T=0·282942 a0- 2• The corresponding momentum wavefunction is 

ef>1.<ll(p)= - exp --( 
1· )3/4 ( p2) 

27Tex 4ex 
(32) 

355 



356 

Wigner function for the hydrogen atom 

and the Wigner function (24) becomes 

/ 18<1>(r, p)=~exp(-2ar2)exp (-%~} 

1007 

(33) 

This function is not only independent of ct, f3 and y. It is independent of u as 
well. By integrating it over ex, {3, y, u and multiplying it with r2 p2 we obtain 
the function 

F18<1>(r, p) = 16 
r 2 p2 exp ( -2cxr2) exp (-P

2

) 
1T Zct 

(34) 

which is normalized such that 
co co 
[ [ F11 <1>(r, p) dr dp= 1. (35) 

0.0 .5 1.0 L.5 2.0 2.5 J.O J.5 4.0 
4.0 ---.----------+---------+----+ 4.0 

p/oC,'"li 

J.5 J.5 

J.O J.0 

2.5 2.s 

2.a 2.0 

1.5 1.5 

1.a J.0 

.5 .s 

a.a L~~g§j~~~~~~~E.~~~=----J a.o 
a.a .s 1.a 1.5 2.0 2.s J.o J.5 4.0 

<loo 

Figure 1. Contour map of the function Fu<1>(r, p ). The function attains its maximum 
value, 0·6893 n-1, at the point (r0, Po)= (1·3293 a0 , 0·7523 a0-

1 n). Starting from 
the maximum, contours have been drawn at 0·6, 0·3, 0·1, 0·06, 0·03, 0·01, 0·006 A-1

. 

The function F18<1 >(r, p) is displayed in figure 1 through a contour map. 
As is evident from (34) it is everywhere non-negative. It has a maximum at 
the point 

(r0, Po)= C/(~a)' v'(Zcx)) =(1·3293 a01, 0·7523 a0-
1 1i) (36) 

the maximum value being 
16 

F18 <
1 >(r0, Po)= ?Te

2 
= 0·6893 h-1

• (3 7) 
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It is obvious that F18 <
1>(r, p) gives us complete information about the ls 

state in the single gaussian approximation. Thus, integration over p gives the 
radial density in configuration space (with maximum at r0 ) and integration over 
r gives the radial density in momentum space (with maximum at p0 }. Actually 
F18<1> is nothing but the product of these two radial densities. 

As far as the function f 18 <
1>( r, p) itself is concerned, we note that it attains 

its maximum at the origin (0, 0). The ls state is symmetric with respect to 
inversion in this point, and the corresponding value of / 18 <1> is accordingly the 
largest possible one, which from the relation ( 11) is known to be (2/ h )3, that is, 
(1/rr}a n,-a in atomic units. 

5. THE M = 10 DESCRIPTION OF THE ls STATE 

This description, whose parameters are listed in table 1; is as previously 
mentioned an exceedingly accurate one. The Wigner function, for which we 
have the expression (24 ), is no longer independent of u and hence we cannot 
display all its features by means of a single contour map of the type shown in 
figure 1. A complete picture requires the drawing of a map for each value of u 
in the interval O~u:r;,7T/2. As is obvious from the expression (24), we obtain 
the same maps for u and 7T - u. 

It is still expedient to integrate the expression (24) over ex, f3 and y and to 
multiply with r2 p2• Hence we obtain the function 

p/o-;,'fi 

o.o .5 4.0 
,_.-,-.,.....,.....,~-.,.,,--~..--.......... ......,,-.~ ...... ~-..~--.,+-~o--t4.0 

1.0 1.5 2.0 2.5 J.O J,5 
4.0 

\ ' ' 
3.5 '\ ' ' 3.5 

'\ ' 
' " " 

3.0 ' ' 3.0 

' 
....... 

' ' 2.5 ' 2.5 

' ...... 
2.0 ...... 2.0 

...... -... 
J.5 

...... 
1.5 

J.0 !. 0 

.s .s 

o.a L_:._::::::=::;::::::::::;:::::::::;:=:=::;::=:::::====1 a.o 
0.0 .5 LO 1.5 2.0 2.5 J.O J,5 4.0 

rlo0 

(38) 

Figure 2. Contour map of the function F18(r,p, u) for u=O. Starting from the nodal 
curves (dashed lines, contour value (0·0)) contours have been drawn at 0·01, 0·03, 
0·1, 0·2 n-1 (solid lines), -0·01, -0·03 n-1 (dotted lines). 
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\ 

' ' ' ' '\ ' ' 
3.5 

3.0 

2.0 

1.5 

1.0 

.5 

o.o L-=:=::::=:;::==:::;:::::::::;:;:::::=::;:==:~=::::::jo 0 
O.O .5 l.O 1.5 2.0 2.5 3.0 3.5 4.0. 

r/o0 

Figure 3. As figure 2 except u='11'/4 . 

. s 1. 0 1.s 2.0 2.5 3.0 ::J.S 

3.5 :i.s 

3.0 J,0 

2.5 2.s 

2.0 

1.5 1.5 

1.0 1.0 

.s .s 

.s 1.0 1.5 2.0 2.s 3.0 3.5 

1009 

Figure 4. Contour map of the function Fu(r,p, u) for u=1T/2. Starting from the 
maximum (r0 , p0 ) = (1·405 a0, 0·759 a0- 1 Ii), contours have been drawn at 0·3, 0·.1, 
0·06, 0·03, 0·01, 0·006, 0·003 li-1• 
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This function is displayed in figures 2, 3 and 4 for u equal to 0, 77/4 and 'TT/2 
respectively. For U='TT/2 it is non-negative everywhere, but for all other values 
of u it has negative as well as positive regions. 

For several purposes it is sufficient to know the function obtained from (38) 
by integrating over u. We shall call this function the radial phase space 
function and designate it F18(r, p ). It satisfies the normalization condition 
(3 S ). From (24) it is found to be 

where 

is a spherical Bessel function. 

a.a .s I. a 
4.0 I 

I I 
I 

'() sinx Jo x =-x 

1.5 2.0 2.5 

\ \ \ 
\ \ 

\ ' 

J.a 
\ 

' p/o01h \ I I I 
\ \ 

' I I I \ 
\ ' 3.5 I \ \ ' I ' ' I 

I I ' ' ' \ 

' ' ',, \ \ I ' I ', \ ' ' ' ' ' ', 
3.0 r, I ' ' \ ' 

\ 

\ \ \ ' \ ', 
' ' ' \ \ \ \ ' ' \ ', 
' ' " \ \ \ \ ' ',, ' ' ' 2.s ' \ \ \ ' ' ', 

\ \ \ \ ' ' ', \ "\ ', ' ', " ' ' ', \\ \\ \ \ 
\ 

' ' ' 2.a \.\.~ .... ~\ ", -., 
' ' ', ' ' ' '•, ' ' ' ' .... ' ' 

1. 5 ' ' ' ' ' 

1.0 

.s 

o.o 
a.a .5 1.0 1.5 2.0 2.5 J.O 

(40) 

J.5 4.0 
4..0 

\ \ 

' ', ' ' ' ', ' ' ',, 3.5 ', ,, 
', '• 

' \ ', 
' 

' ' ' J.O 
' ' ' 

' ' ' ' ' ' ' 2.5 
' ' ' ' ' ' ' 

' ' 2.0 
' ' 

' ' 
' 

1.5 

1.0 

.5 

0.0 
J.5 4.0 

r/a0 

Figure S. Contour map of the function F18(r, p). The function attains its maximum 
value, 0·5617/i.,.1 , at the point (r0 ,p0)=(1·30a0, 0·68a0- 1 /i). Starting from the 
nodal curves (dashed lines, contour value 0·0), contours have been drawn at 0·01, 
0·02, 0·05, 0·1, 0·2, O·S li-1 (solid lines), -O·Ot li-1 (dotted lines). 
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~he func~ion. F1s(r! p). is. disp~ayed in figure 5 .. It is characterized by a 
dominant region m which it is pos1t1ve, and by an oscillatory behaviour outside 
this region. The amplitudes of the oscillations are, however, fairly small (see 
table 2 ), but they are definitely not due to lack of accuracy in the wavefunction 
used. 

Table 2. Selected '7alues of the function Fu(r, p) for r=p. 

(r/a0 )==(p/a0-
1 /i) 

O·O 
0·3 
0·6 
0·9 
1-2 
1-5 
1·8 
2·1 
2·4 
2·7 
3·0 
3·3 

Fu(r, p )/fz-l 

O·O 
0·0326 
0·2676 
0·4648 
0·3015 
0·0473 

-0·0047 
0·0081 

-0·0031 
0·0014 

-0·00063 
0·00021 

When the product of p and r is large, a regular albeit weak damped wave is 
disclosed by figure 5. The presence of such a wave is readily understandable 
from the expression (39). When both rand pare large, the dominant terms in 
(39) will be cross terms for which one a: is large and the other a: is small, since 
it is only for such terms that both Yii and 1/(<X.;+o:i) become small and hence 
lead to slowly decaying exponentials. Since (23) shows that h 1 I ~ 1 when one 
a: value is much larger than the other, we find that the relevant Bessel functions 
in (39) approach j 0(pr), and this leads to a damped wave as observed. 

Applying a similar argument to the expression (24) shows that the contour 
maps for the functions F18(r, p, u) must disclose damped oscillations in cos (2p. r) 
when both p and r are large. That this is in fact the case is apparent from 
figures 2 and 3. In figure 4, cos (2p . r) equals 1 for all r and p (the wave
length becomes infinite), and the phase space function is accordingly non
negative everywhere. 

The damped oscillations which we have discussed will, of course, have their 
counterparts in the theory of generalized scattering factors (cf. § 2). The 
appearance of the oscillations in that context has been noticed and discussed by 
Avery [26], on the basis of arguments quite different from ours. 

In closing this section it is worthwhile drawing attention to the complexity 
of the exact phase space function, as compared to the simplicity of the approxi
mate phase space function discussed in the previous section, and a natural 
question presents itself. What must a wavefunction look like in order that the 
associated Wigner function be non-negative everywhere ? Hudson [27} has 
given a mathematical answer to this question for one-dimensional motion. His 
analysis showed that the wavefunction must have the form 

rfi(x) =exp [-!(ax2 +2bx+c)], (41) 
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where a, b are arbitrary complex numbers with Re a> 0 and the complex 
number c is chosen so as to ensure correct normalization. When Im a is zero, 
this wavefunction describes a minimum uncertainty state [28] in one dimension. 

The conclusions of Hudson may probably be extended to three dimensions 
in a straightforward manner. That the wavefunction (31) describes a minimum 
uncertainty state in three dimensions is in accordance with this assumption. 

6. THE DOMINANT SUBSPACE AND THE CLASSICAL SUBSPACE 

The function F18(r, p) of (39) and figure 5 was obtained from the function 
F1,(r, p, u) of (38) by integrating over u. It is interesting to integrate over r 
and p instead to obtain a function F 18(u), normalized such that 

" J F18(u) sin u du= 1. 
0 

The expression for this function is found to be 

10 

Fdu)=! L ci2 + 
i=1 

10 

l: ciciai/14( aii -2'Ti/ cos2 u)/(a;.1 + 'T;./ cos2 u)512 
i>j-1 

with r;.1 as defined by (23) and 

4aia; 
O'ij = ( )2' 

cti + ct1 \ 

(42) 

(43) 

(44) 

Figure 6 shows the functions F 18(u) and F18(u) sin u. Both functions have 
a sharp maximum at u = 7T/2. 

Thus, the condition u = 7Tf2 defines a dominant subspace in which the Wigner 
function finds it maximum support. As already seen (figure 4 ), the function is 
everywhere non-negative in this subspace. 

u/n 

Figure 6. The functions F 1,(u) (upper curve) and Fu(u) sin u (lower curve) as a function 
of u/w. 
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The dominant subspace is five-dimensional. It contains a three-dimensional 
subspace of particular interest, namely the subspace obtained by putting r = 1 a 
and p = 1 a0- 1 fz. It is represented by the point (1, 1) in figure 4. This is th~ 
subspace to which the ground state motion was restricted in early quantum 
mechanics, since a Bohr orbit (in ordinary space) was just a ci'rcle with radius 
r = 1 a0, in which the electron was supposed to move with the constant momentum 
p = 1 It a0 -

1. Hence we shall call the subspace in question the classical sub
space. 

The following important statement may now be made, on the basis of the 
present section and figures 2 and 3. The Wigner function attains a large, 
positive and constant value in the classical subspace. It is also large and positive 
in a large region surrounding this subspace. In particular, it is everywhere 
non-negative in the dominant subspace. The regions in which the Wigner 
function becomes negative are well separated from the classical subspace. 

7. THE ANGULAR MOMENTUM DILEMMA 

In this section we shall comment on the angular momentum of the ls state, 
as calculated by the expression on the right hand side of (10). a(r, p) is, as 
mentioned in § 1, the Weyl transform of the operator a. The Weyl corres
pondence is discussed in the Appendix and there it is shown that if a is a 
component of the angular momentum vector operator, say 

(45) 

then a(r, p) is the same component of the classical angular momentum vector, 
that is, 

(46) 

As is well known, the left hand side of (10) is zero when lif >is the ls state and 
a is 11 , !2 or [3• Hence the right hand side must also be zero. That this is 
actually the case is easily seen by remembering that f(r, p) is independent of the 
Euler angles a:, fi and y. This makes all directions of the vector e3 in (27) 
equivalent. But the direction of e3 is also seen to be the direction of the 
angular momentum vector and thus each component of this vector does in fact 
have a zero mean value. 

As regards the length of the angular momentum vector, it is shown in the 
Appendix that the classical function 

).2=112+122 + la2 

is the Weyl transform of the operator 

x2 = /12 + [22 + [32 + !li2. 

(47) 

(48) 

Evaluating the right hand side of (10) with a( r, p) = A2 will accordingly produce 
the value !li.2• 

This interesting result allows us to resolve a pedagogical dilemma which 
has bothered writers of elementary textbooks [29]. How does one bring the 
fact that the angular momentum in a Bohr orbit is fz into accordance with the 
fact that the angular momentum in the Schrodinger picture is zero ? 
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The dilemma is obviously resolved by remarking that the operator that 
occurs in the Schrodinger picture, viz. 

/2=f12+f22+/a2 (49) 

is different from the operator that corresponds to the classical function ,\2 of 
(47). Averaging ,\2 over the classical subspace described in the previous section 
does in fact give the value n2, as in the Bohr description. 

8. LOCAL DENSITIES 

An advantage of the phase space formulation of quantum mechanics is that 
it leads to a natural definition of a local density in coordinate space for a given 
operator and a given state. Thus (10) suggests that we consider the quantity 

o:(r) = J dp /(r, p )a(r, p) (SO) 

as being the local density associated with the operator a anct the state / ¢ >. 
Integration over the spatial coordinate gives the expectation value of a 

<ifolalifr> = f dr o:(r). 

When a(r, p)=a(r), a function of r alone, we may use (8) to get 

a:( r) = a(r)ifo( r )*i/r( r ). 

As an example, the potential energy operator 

z 
P'= --

f 

defines the local potential energy density 

z 
..-p(r)= -- r{i(r)"'r{i(r). 

r 

(51) 

(52) 

(53) 

(54) 

For the ground state of the hydrogen atom this becomes, by observing (13 ), 

ep(r)= -~exp (-2r). 
TT r 

(55) 

As an important example of an operator that is not a function of P we con
sider the kinetic energy operator 

;2 
1'=-2 · 

The local kinetic energy density becomes 

p2 
"K(r)= J dp /(r, p) 2. 

(56) 

(57) 

It may be evaluated when /(r, p) is known, but as shown by Ziff et al. [30] and 
by Cohen [31] it may also be evaluated directly from the coordinate wavefunction 
by using (6 ). The result is 

(58) 

363 



364 

Wigner function for the hydrogen atom 

or equivalently 

It is seen that 
eK(r)=!(t/V¢/ 2 -tift'11"V2 if-tifV2 if"'). 

where 
"K(r) = i(exB(r) + ex0(r) ), 

and 
eKB(r) =t/ Vt/i/ 2 

EKc(r) = -!(i{l*V2 rp + if/il2 i{I*). 

When ifl is real, eKc(r) becomes equal to 

1015 

(59) 

(60) 

(61) 

(62) 

(63) 

The expressions eKA• eKB• eKc and Ex: were all discussed by Cohen [31] (who 
used the designations KA, KB, K 0 and KD, respectively). He showed that each 
expression could be derived from phase space descriptions discussed earlier by 
him [32]. 

For the ground state of the hydrogen atom we obtain the following explicit 
expressions 

eKA(r)=EKc(r)=~ G-t) exp (-Zr), 

1 
EKB(r) = 

277 
exp (-Zr), 

1 
eK(r) =

2
- exp (-2r). 

1TY 

These will be discussed further in the following section. 

(64) 

(65) 

(66) 

With reference to Cohen's work [31, 32], we want to rnake the comment 
that, although a whole set of mathematically consistent phase space representa
tions of quantum mechanics exists, there are compelling reasons why one 
should consider the Weyl-Wigner representation used in the present work as 
the canonical one. These reasons were discussed at length in a previous paper 
(11]. 

9. A LOCAL VIRIAL THEOREM 

Let 
EK= <rfll 1'/ tfi), (67) 

Ep= (Y,J P'JY,), (68) 

E=(i/111'+ t'/,P) (69) 

be the expectation values of the kinetic energy, the potential energy and the 
total energy, respectively, for a stationary state of the hydrogen atom. As for 
any Coulomb system we then have the well-known virial theorem 

Ex= -!Ep (70) 

which expresses a global balance between the kinetic and potential energy. Due 
to the obvious relation 

(71) 
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we may also write 
(72) 

Bader and his co-workers have shown that for a molecular system it is 
possible to perform a spatial partitioning of the charge distribution in such a 
manner that the kinetic and potential energies of the resulting fragments obey 
the virial theorem (see [33]). For the ground state of the hydrogen atom they 
also noted [33] that 

(73) 

which is a local virial theorem if the right hand side is identified as the local 
counterpart of the total energy. 

Such an identification is, however, not quite satisfactory, since the natural 
definition of this local energy density would be 

(74) 

in accordance with (71) and this quantity is different from the right hand side 
of (73). As a consequence e1rn(r) and ep(r) do not satisfy a local analogue of 
(70). 

It is, on the other hand, easily seen that if we work with eK(r), defined thro~gh 
the Weyl-Wigner correspondence, then we obtain a completely satisfactory 
local form of the virial theorem 

eK(r) = -!ep(r), 

eK(r)= -e(r), 

e(r) = exc(r) + ep(r). 

(75) 

(76) 

(77) 

It must be stressed, however, that this remarkable result only holds for the 
ground state of a hydrogen-like atom. 

In forthcoming publications we plan to study the local balance between the 
potential and kinetic energy for other atomic and molecular systems. 

10. DISCUSSION AND CONCLUSIONS 

The phase space description of a quantum mechanical system is an alter
native to the description based on wavefunctions. It is from several points of 
view a more complicated description. From other points of view it is a richer 
description. 

The state of a system is described by a Wigner function. In the present 
paper we have constructed this function for the ground state of the hydrogen 
atom and analysed its properties. The analysis was facilitated by the intro
duction of concepts like the dynamical plane and the dynamical angle, the classical 
subspace and the dominant subspace. The orientation of the dynamical 
plane is closely related to the angular momentum vector ; the classical subspace 
is that part of phase space to which the ground state motion was confined in 
early quantum mechanics. 

The Wigner function is found to be independent of the orientation of the 
dyanamical plane. It attains a large, positiv~ and constant value in the classical 
subspace and it remains large and positive in an extended region containing that 
subspace. Outside this region the Wigner function shows a rich structure 
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which includes oscillations of a de Broglie wave-like character for large values 
of rand p. We have illustrated the general variation over phase space by means 
of a series of contour maps and a graph which shows that the Wigner function 
finds its maximum support in the subspace where r • p = 0, the so-called domi
nant subspace. 

A dynamical variable is represented by an operator in a description based on 
wavefunctions. In the phase space description it is represented by an ordinary 
function of r and p. The connection between the two representations is given 
by the so-called Weyl correspondence which we have described in the Appendix. 
In § 7 we have discussed the Weyl transformation of the angular momentum 
and thus resolved a pedagogical dilemma which previously obscured the com
parison between early quantum mechanics and the Schrodinger description. 

In § § 8 and 9 we have shown how an integration over the momentum 
coordinates leads to a local configuration space description of all dynamical 
quantities. We have then studied the local kinetic and potential energies and 
shown that the virial theorem is locally satisfied for the ground state of the 
hydrogen atom. 

In forthcoming papers we shall extend the present study by including 
excited states, and atoms and molecules with more than one electron. 

We are very grateful to Dr. Sten Rettrup for his kind assistance at an early 
stage of this work. We also want to thank Dr. Helge Johansen for letting us 
use his density contour programs and Dr. Kurt Nielsen for interesting dis
cussions. 

APPENDIX 

The Weyl correspondence 

To every operator a in spin-free Hilbert space there corresponds a phase 
space function a(r, p), such that (10) is valid. The relation between d and 
a( r, p) is given by the so-called Weyl correspondence [1 ], which we prefer to 
write in the form [11) 

a= (~)3 f f dr dp a(r, p)fi(r, p), (A 1) 

where n(r, p) is the inversion operator (1). a and a(r, p) are said to be mutual 
W eyl transforms. 

Whenever a( r, p) is a function of r or p alone, then d is the same function 
of the vector operator ~ or p. In the general case one obtains the operator a 
from the function a( r, p) by the replacement of r with f and p with p, followed 
by a proper symmetrization of products of non-commuting operators. This 
symmetrization is such that, if xi and Pi are corresponding components of r and 
p, then the operator associated with the function xi" p,r is 

a= 1
.. f, (n) x{ Pim xi" ...... 

2 raO r 

= ~ f (m) Pi" ~,,:r· Jr-•. (A 2) 
2 1mO S 

These expressions were first derived by McCoy (34). 
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As an important example let us consider the classical angular momentum 
vector 

(A 3) 

Direct substitution does not introduce products of non-commuting operators. 
The Weyl transform of l is accordingly 

i =' x ~ = (x2faa -xsfo2, xsfoi- xJa, ~J2 - ~J1) (A 4) 

which is just the ordinary quantum mechanical angular momentum vector. 
For the square of an angular momentum component, 13 say, we obtain 

la2 =X12 P22 +x22 P12-ZxiP1X2h· (A 5) 

Symmetrization according to (A 2) gives the corresponding operator which we 
denote ..\32 

Xa2 =x12 P22 +X22 f>i 2 -Hx1fai +pA)(xJ2+P2X2)· (A 6) 

Squaring the third component of 1 gives, on the other hand, the operator 

la2=x12 fi22+x22 Pi2-x1Pifi2x2-fiix1x2A· (A 7) 

Using the commutation relation 

twice shows that 

and hence that 

where 

and 

[xk, Pkl =in 

Xa2 = fs2 + tli2 

x2=t2+in2, 

,\2 = ,\12 + ,\22 + ,\32 

(A 8) 

(A 9) 

(A 10) 

(A 11) 

(A 12) 

Thus, there is a difference of !li2 between the Weyl transform of l2 and the 
ordinary quantum mechanical operator !2• This difference was apparently 
first noticed by Shewell [35) in connection with a general discussion of corres
pondence and symmetrization rules. 
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Abstract: 
This is the lint part of what will be a two-part review of distribution functions in physics. Here we deal with fundamentals and the second part 

will deal with applications. We discuss in detail the properties of the distribution function defined earlier by one of us (EPW) and we derive some 
new results. Next, we treat various other distribution functions. Among the latter we emphasize the so-called P distribution, as well as the 
generalized P distribution, because of their importance in quantum optics. 

1. Introduction 

It is well known that the uncertainty principle makes the concept of phase space in quantum 
mechanics problematic. Because a particle cannot simultaneously have a well defined position and 
momentum, one cannot define a probability that a particle has a position q and a momentum p, i.e. one 
cannot define a true phase space probability distribution for a quantum mechanical particle. Nonethe
less, functions which bear some resemblance to phase space distribution functions, "quasiprobability 
distribution functions'', have proven to be of great use in the study of quantum mechanical systems. 
They are useful not only as calculational tools but can also provide insights into the connections 
between classical and quantum mechanics. 

The reason for this latter point is that quasiprobability distributions allow one to express quantum 
mechanical averages in a form which is very similar to that for classical averages. As a specific example 
let us consider a particle in one dimension with its position denoted by q and its momentum by p. 
Classically, the particle is described by a phase space distribution Pci(q, p). The average of a function of 
the position and momentum A(q, p) can then be expressed as 

(A)c.= f dq f dpA(q,p)Pc1(q,p). (1.1) 

The integrations in this equation are from -oo to +oo. This will be the case with all integrations in this 
paper unless otherwise indicated. A quantum mechanical particle is described by a density matrix p (we 
will designate all operators by a ') and the average of a function of the position and momentum 
operators, A(q, p) is 

(.A)quant = Tr(.Ap) (1.2) 

(Tr 6 means the trace of the operator 0). It must be admitted that, given a classical expression A(q, p), 
the corresponding self-adjoint operator A is not uniquely defined - and it is not quite clear what the 
purpose of such a definition is. The use of a quasiprobability distribution, P0 (q, p), however, does give 
such a definition by expressing the quantum mechanical average as 

(A)quan1= J dq J dpA(q,p)Po(q,p) (1.3) 

where the function A(q, p) can be derived from the operator A(q, p) by a well defined correspondence 
rule. This allows one to cast quantum mechanical results into a form in which they resemble classical 
ones. 

The first of these quasiprobability distributions was introduced by Wigner [1932a] to study quantum 
corrections to classical statistical mechanics. This particular distribution has come to be known as the 
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Wigner distribution. t and we will designate it as Pw. This is, and was meant to be. a reformulation of 
Schrodinger's quantum mechanics which describes states by functions in configuration space. It is 
non-relativistic in nature because it is not invariant under the Lorentz group; also, configuration space 
quantum mechanics for more than one particle would be difficult to formulate relativistically. However, 
it has found many applications primarily in statistical mechanics but also in areas such as quantum 
chemistry and quantum optics. In the case where P0 in eq. (1.3) is chosen to be Pw. then the 
correspondence between A(q, p) and A is that proposed by Wey! [1927]. as was first demonstrated by 
Moya! [1949]. Quantum optics has given rise to a number of quasiprobability distributions, the most 
well-known being the P representation of Glauber [1963a] and Sudarshan [1963], which have also found 
extensive use. As far as the description of the electromagnetic field is concerned, these do exhibit 
(special) relativistic invariance. Other distribution functions have also been proposed (Husimi [1940]; 
Margenau and Hill [1961]; Cohen [1966]) but have found more limited use, although, more recently, 
extensive use has been made of the generalized P representations by Drummond, Gardiner and Walls 
[1980, 1981]. In this paper we will discuss the basic formalism of these quasiprobability distributions and 
illustrate them with a few simple examples. We will defer any detailed consideration of applications to a 
later paper. 

We now proceed to the basic problem: how do we go about constructing a quantum mechanical 
analogue of a phase space density? Let us again consider, for simplicity, a one particle system in one 
dimension which is described by a density matrix p. In this paper we will work, for simplicity, in one 
dimension; the generalization to higher dimensions will be given in a few cases but is in most 
circumstances obvious. It is possible to express the position and momentum distributions of the particle 
as 

Ppos{q) = Tr(p8(q - q)) ( l .4a) 

Pmom(P) = Tr(p 8(p- p)) ( l.4b) 

where o(q - q) is the operator which transforms lq') as follows: 

8(q - q) lq') = lq) (qlq') = 8(q - q') lq') (1.5) 

and similarly for 8(p - p). We introduce the function p(q', q") defined by 

p(q', q") = (q'ls)lq") = L WA lf!, (q') l/JA (q")* (1.6) 

where wA is the probability of the system being in the state lf!A, and the {I/IA} form a complete set. Then 

Ppos(q) = p(q, q) (I. 7a) 

and 

Pmom(p)=(27rfzf 1 J dx J dx'p(x,x')exp{ip(x'-x)/li}. (l.7b) 

t We use this designation here and throughout the paper despite the strenuous objections of one of us since the majority of us feel we should 
adhere to what is now common nomenclature. 
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To show that this corresponds to the usual definition we will examine Ppoa(q). We have that, in the 
Dirac bracket notation, 

P pos(q) = Tr(.6 8(q - q)) = J dq' (q'IP 8(q - 4)lq') 

= I dq' 8(q - q') (q''p'q'> = (qlplq> (1.8) 

which is a more conventional expression for the position density. A first guess for some kind of a phase 
space density might then be 

Pi(q, p) = Tr(.6 8(q - q) 8(p - p)). (1.9) 

On the other hand, we might choose instead 

P2(q, p) = Tr(.6 8(p- p) 8(q - q)). (1.10) 

But these expressions are not equal and although either of them, or a combination of both, could be 
used to evaluate expectation values of functions of q and p (provided the operators are ordered 
properly, the ordering for Pi being different than that for P2), they do not possess what we regard as 
desirable properties (see section 2). In fact, they are, in general, not real. 

The association of distribution functions with operator ordering rules (or, equivalently, the asso
ciation of operators with classical expressions) is one which will recur throughout this paper. Each of the 
distribution functions which we will discuss can be used to evaluate expectation values of products of 
operators ordered according to a certain rule. We will consider distribution functions which can be used 
to compute expectation values of products of the position and momentum operators q and p, and also 
distribution functions which can be used to compute expectation values of prc...d ... cts of the creation and 
annihilation operators, a+ and a. The latter are useful in problems involving electromagnetic fields. 
Because the creation and annihilation operators are simply related to q and p there is a relation between 
these two types of distribution functions. The Wigner distribution, for example, has proved useful in 
both the a, a+ and p, q contexts. The basic criterion for the choice of a distribution function for a 
particular problem is convenience. 

In the next two sections we will continue to examine distribution functions expressed in terms of both 
the position and momentum variables. The Wigner function, Pw, will be discussed first in section 2 for 
not only was it the first quantum mechanical phase space distribution to be considered, but also it 
satisfies a number of properties which make it quite useful in applications. First of all, we will discuss its 
properties and then show that Wigner's distribution function gives the same expectation value for every 
function of p and q as does the corresponding operator, as proposed by Weyl [1927], for the density 
matrix which describes the same state to which the distribution function corresponds. As was mentioned 
before, this was first observed by Moya! [1949]. Next we derive an equation, in many different forms, 
for the time dependence of P w· Finally, we apply the formalism we have developed to the calculation of 
Pw for the eigenstates of the harmonic oscillator and also for the case of a canonical ensemble of 
harmonic oscillators at temperature T. 

In section 3 we discuss distribution functions other than Pw which correspond to operator ordering 
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schemes different from that of Weyl-Wigner. Then in section 4 we treat distribution functions in terms 
of creation and annihilation operators, with emphasis on normal, symmetric and anti-normal ordering. 
In particular, we emphasize the normal ordering from which arises the well-known P distribution of 
quantum optics. We also discuss the generalized P representations. Finally, in section 5 we present our 
conclusions. 

Applications will be treated in a future paper but we would be remiss not to mention the recent 
extensive review of quantum collision theory using phase space distributions (Carruthers and Zachari
asan [1983}) and the work on relativistic kinetic theory- in addition to extensive discussions on the 
Wigner-Wey) correspondence-by the Amsterdam group (Suttorp and de Groot [1970]; Suttorp [1972]; 
de Groot [1974]; de Groot, van Leeuwen and van Weer! [1980]). Also, a brief overview of some 
applications is presented in O'Connell [l983a,b]. 

2. Wigner distribution 

2.1. Properties 

Jn a 1932 paper (Wigner [1932a)) the distribution 

Pw(q, p) = ~ I dy (q - Ylfilq + y) e2ipy/h (2.1) 

was proposed to represent a system in a mixed state represented by a density matrix p. In the case of a 
pure state, 1/1, it follows from eq. (1.6) that p(q', q") = l/J(q') l/J*(q") and hence 

Pw(q,p)= ~ I dyl/l*(q+ y)l/l(q-y)e2;py/h. (2.2a) 

The latter result refers to one dimension. In the case of more than one dimension, the Trh must be 
replaced by ( 1T'h r", where n is the number of the variables of "' (or the number of variables of the rows 
or columns of p) and q, y and p are n-dimensional vectors, with py the scalar product of the two. The 
integration is then over all components of y. Explicitly, eq. (2.2a) generalizes to 

Pw(qi, ... q";pi, ... pn)=(Trhf" J "' f dy1·"dYnl/J*(q1+yi, ... qn+Yn) 

x l/f(q1 - Yi. ... q" - Yn) exp[2i(p1 Yi+···+ PnYn )!h]. (2.2b) 

It was mentioned that this choice for a distribution function was by no means unique and that this 
particular choice was made because it seemed to be the simplest of those for which each Galilei 
transformation corresponds to the same Galilei transformation of the quantum mechanical wave 
functions. In later work Wigner [1979) returned to this issue by considering properties which one would 
want such a distribution to satisfy. He then showed that the distribution given by eq. (2.1) was the only 



375 

M. Hillery et al., Distribution functions in physics: Fundamentals 127 

one which satisfied these properties. A subsequent paper by O'Connell and Wigner [1981a] considered 
a somewhat different list of properties and showed that these, too, led to the expression in eq. (2.1). 

The properties for a distribution function, P(q, p), which were considered of special interest, for the 
case of a pure state (generalization to the case of a mixed state is straightforward), are as follows 
(O'Connell and Wigner (1981a]): 

(i) P(q, p) should be a Hermitean form of the state vector l/J(q ), i.e. P is given by 

P(q, p) = (l/llM(q, p)ll/I) 

where M(q, p) is a self-adjoint operator depending on p and q. Therefore, P(q, p) is real. 
(ii) 

J dp P(q, p) = ll/J(q)l2 = (qlplq) 

J dq P(q, p) = <PIPIP> 

J dq J dpP(q,p)=Tr(p)= 1. 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(iii) P(q, p) should be Galilei invariant, i.e. if l/l(q)-..1/J(q +a) then P(q, p)-.. P(q +a, p) and if 
l/J(q)-.. exp(ip'q/h) lfJ(q) then P(q, p)-.. P(q, p- p'). 

(iv) P(q, p) should be invariant with respect to space and time reflections, i.e. if l/J(q)-..1/1(-q) then 
P(q, p)-.. P(-q, -p) and if lfJ(q)-..1/l*(q) then P(q, p)-.. P(q, -p). 

It should be admitted, however, that neither of these transformations is relativistic and also that they 
do not yet involve the spin variable. 

(v) In the force-free case the equation of motion is the classical one 

iJP __ 1!_ iJP 
at - m aq · (2.7) 

(vi) If P"'(q, p) and P•(q, p) are the distributions corresponding to the states l/J(q) and <f>(q) 
respectively then 

I I dql/J*(q)<f>(q)l2 = (27l'h) I dq I dpP"'(q,p)P.(q,p). (2.8) 

Property (vi) has two interesting consequences. If we set <f>(q) = l/J(q) we get 

I dq I dp [P"'(q, p)]2 = 2~ (2.9) 

and, in the case of a mixed state, the right-hand side of eq. (2.9) is multiplied by L 11 wi where the wk are 
the probabilities for the different states (the characteristic values of p). This implies that P"'(q, p) is not 
too highly peaked and rules out such distributions as P"'(q, p) = 8(q - q) 8(p - p) which would be 
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possible classically. We can also choose <P and I/I so that they are orthogonal. We then have that 

J dq J dpP.p(q,p)Pq,(q,p)=O (2.10) 

which implies that P(q, p) cannot be everywhere positive. This conclusion is actually rather general. 
Wigner [1979] has shown that any distribution function as long as it satisfies properties (i) and (ii) 
assumes also negative values for some p and q. 

(vii) 

J dq J dpA(q,p)B(q,p)= (27Tli)Tr(AB) (2.11) 

where A(q, p) is the classical function corresponding to the quantum operator A, and is given, according 
to Wigner's prescription, by 

A(q, p) == J dz eipz!h (q - ~zlAlq + ~z) (2.12) 

so that J J dq dpA(q, p) = 27Tli Tr(A). A similar relation exists between B(q, p) and B. 
The proof of eq. (2.11) will be shown below to follow as a particular case of a more general relation 

(eq. (2.23)) for F(q,p), in terms of A(q,p) and B(q,p), where F=AB. From eq. (2.12), it is at once 
evident that the phase space description A(q, p) of the operator A is real if A is self-adjoint 
(Hermitean) and is imaginary if A is skew Hermitean. Since in neither case does A(q, p) vanish, it is 
evident that if it is real, its operator A is self-adjoint, if it is imaginary A is skew symmetric. It is also 
evident that the phase space description of the Hermitean adjoint A+ of A is the complex conjugate of 
the similar description of A. Similarly, if the phase space descriptions of two operators are complex 
conjugates of each other, then the operators are Hermitean adjoints of each other. 

By comparison of eqs. (2.1) and (2.12), it is clear that P(q, p), derived from the density matrix, i~ 
(27Tlif 1 times the phase space operator which corresponds to the same matrix. Also, for A= p and B 
equal to the unit matrix, eq. (2.6) immediately follows from eq. (2.11). Furthermore, for B = p, eq. 
(2.11) reduces to 

I dq I dpA(q,p)Pw(q,p)=Tr({JA(q,p)), (2.13) 

which is equivalent to eqs. (1.2) and (1.3). This result was originally obtained (Wigner [ 1932]) for the 
special case of A being the sum of a function of p only and a function of ij only but Moya! [1949] 
showed it was actually true in the case where A is any function of ij and p, if A(ij, p) is the Wey I 
operator (discussed below in section 2.2) for A(q, p ). In addition, if we take A = B = p in eq. (2.11) and 
use the fact that, if p represents a pure state, Tr{{J)2 =Tr p = I, we obtain eq. (2.9) again. 

(viii) If we define the Fourier transform of the wave function 

</J(p)= (27Tlif' J dq!/J(q)e-iqplh, (2.14) 
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then eq. (2.2a) can be re-written in the form 

P(q, p) === (1rlit 1 J dp' <P*(p + p') </J(p- p') e-2iqp'th, (2.15) 

exhibiting the basic symmetry under the interchange qtt p. 
It may be worth observing also that the contraction of the distribution function from n to n - 1 

variables 

ff P(qi, • • • qn-1> qn; Pi.•·· Pn-1, Pn) dqn dpn 

= (1Tli)" f ' .. f p(q1 - Yi.··• qn-1 - Yn-h qn - Yn; qi+ Yi.••• qn-1 + Yn-h q,. + y,.) 

x exp[2i(p1 Yi+ · · · + p .. -1 y .. -1 + PnYn)lh] dy1 · · · dYn-1 dy" dq" dp" 

= (1Tli)"-l f''' f p(q1 - Yi.··· qn-1 - Yn-t. q,. - Yn; qi+ Yi.·•• qn-1 + Yn-h qn + y,.) 

X exp[2i(P1 Yi+·· · + Pn-1Yn-1)/h] 5(y,.) dy1 · · · dy,,_1 dy,. dq" 

= (1Tli)"-l f '' 'f [p(q1 - Yi.••• qn-1 - Yn-h qn; qi+ Yt> · · · qn-1 + Yn-h qn) dqn] 

x exp[2i(P1Y1 + · · · + Pn-1Yn-1)/h] dy1 · · · dYn-1 (2.16) 

gives the distribution function which corresponds to the properly contracted p (in square brackets). 
Actually, this is true also for the other distribution functions which will be considered in section 3. 

Wigner in his 1971 paper also showed that properties (i}-(v) determined the distribution function 
uniquely. O'Connell and Wigner [1981a} showed that properties (i}-(iv) and (vi) also accomplish this. In 
both cases the distribution function was that given by eq. (2.1). 

Finally, we draw attention to two restrictions on the distribution function discussed above. First of 
all, as already mentioned, it is non-relativistic. Secondly, not all functions P(q, p) are allowed, as we will 
now demonstrate by turning to the question of the admissability of P and asking what condition is 
necessary so that P implies the existence of the density function {>, the expectation values of which are, 
naturally, positive or zero. Our starting-point is eq. (2.2a) from which it follows that 

f dp e-21py111 P(q, p) = p(q - y, q + y). 

Hence, changing variables to u = q + y and v === q - y, we obtain 

p(v, u) = J dp e-ip(u-v>t" P(!{u + v), p). 

(2.17) 

(2.18) 

We remark that since p on the right-side of eq. (2.18) is a dummy variable it is clear that it could be 
replaced by q. 

Now the condition for P(q, p) to be a permissible distribution function is that the corresponding 
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density matrix be positive definite, i.e. 

J dx J dx' r/l*(x) p(x, x') rfr(x') 2: O (2. l 9a) 

for all r/f. Using eq. (2.18) and eq. (2.19a), it follows that the condition that P(q, p) be permissible is that 

I dq I dpP(q,p)P'(q,p)?:.0 (2.19b) 

for any P'(q, p) which corresponds to a pure state. This is evident already from eq. (2.8). It also follows 
from eq. (2.11) and the fact that Tr(p,0')?:. 0. Eq. (2.19b) holds, of course, for any P' which is itself 
permissible but the perrnissibility of P follows already if it is valid for all P' which correspond to a pure 
state. 

Eight properties of the distribution function were discussed above, eqs. (2.3) to (2.16), with the 
emphasis on the use of this function to form another description of a quantum mechanical state, i.e. be 
a substitute for the density matrix. Just as eq. (2.1) permits one to give a phase space formulation to the 
density matrix p, we emphasize that eq. (2.12) permits one also to give a phase space formulation to any 
matrix - or operator - and it may be useful to consider the properties of eq. (2.12). 

In par!icul~r~ we wish to derive. an expression for the function F(q, p) which corresponds to the 
product F =AB of two operators A and B to which the q, p functions A(q, p) and B(q, p) correspond. 
We assume that the operators A and fJ are matrices, the rows and columns of which can be 
characterized by a single variable, but the generalization to a many-dimensional configuration space is 
obvious. We can write, therefore 

F(x, x") = J A(x, x') B(x', x") dx'. 

Analogous to eqs. (2.17) and (2.18), eq. (2.20) can be written as (taking It= 1 for this derivation) 

I dp1 F(!(x + x"), Pi) e-ipi(x"-x) = (27Tf 1 I I J dx' dp' dp" A(!(x + x'), p') e-ip'(x'-x) 

B(l( '+ ") ") -ip"(x"-x') X 2X X ,p e . 

Substituting x = q + q', x" = q - q', multiplying with e-2iq'p and integrating over q' one obtains 

F(q, p) = 2 (27Tf2 J J J J dq' dx' dp' dp" A(!(q + q' + x'), p') B(!(q - q' + x'), p") 

x exp{-iq'(2p - p' - p")- i(p" - p') (q - x')}. 

Introducing finally new variables y = !(q + x'), y' = !q', p' = p - p', p" = p + p', one obtains 

F(q, p) = 16 (27Tf2 I I I I dy dy' dp dp' A(y + y', p - p') B(y - y', p + p') 

x exp{-4iy'(p-p)-4ip'(q-y)} 

(2.20) 

(2.21) 

(2.22) 

= 16 (27Tf2 J J J J dy dy' dp dp' A(q + y + y', p + p - p') B(q + y - y', p + p + p') e4i(py'+yp'J. 

(2.23) 
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This expression for F(q, p), which is a new result, also shows the similarity of the roles of p and q in 
Hamiltonian mechanics. In the next subsection, another expression (eq. (2.59)) for F(q, p) will be 
presented. 

If we integrate F(q, p) in eq. (2.23) over q and p, we obtain 

J J F(q, p) dq dp = 16 c211'r2 J J J J dy dy' dp dp' A(y + y', p - p') B(y - y', p + p') 

x exp{4iy'p+ 4ip'y} (4'7T2/16) 8(y') 8(p'). 

Hence 

I I F(q,p)dqdp= I I A(q,p)B(q,p)dqdp. 

(2.24) 

(2.25) 

Since the left~hand side of this equation is the same as (27rli) Tr(F), it is clear that eq. (2.25) is the same 
as eq. (2.11). In the case of n dimensions, the nth power of (4/'7T2

) appears in the expression 
corresponding to eq. (2.23). 

Eq. (2.23) provides also a means to ascertain, in terms of the phase space descriptions of A and fJ, 
whether these two operators commute. Naturally, the condition for the commutative nature is 

J J J J dy dy' dp dp' A(y + y',p - p') B(y- y',p + p') exp{-4i y'(p - p)- 4ip'(q- y)} 

= J J J J dy dy' dp dp' B(y + y', p- p')A(y- y', p + p') exp{-4i y'(p- p)- 4i p'(q- y)}. 

(2.26) 

Since this is valid for all p and q, the integration over the variables which are their factors in the 
exponent (i.e. y' and p') can be omitted. This gives as condition for the commutability of A and B (we 
replace y, y' by q, q' and p, p' by p, p'): 

ff dp dq [A(q + q',p- p')B(q-q', p + p')-A(q- q',p + p') B(q + q',p- p')] 

xexp{4i(q'p + p'q)} = 0, 

a somewhat unexpected expression. 

(2.27) 

The last quantum mechanical relation that will be translated into phase space language is the 
equation Ap = >.p specifying that the wave functions of which p consists are characteristic functions 
(eigenfunctions) of A with the characteristic value A. Whether p contains only one or more such 
characteristic functions depends whether or not its phase space representation, Pw, satisfies eq. (2.9), i.e. 
whether its square integral is equal to or smaller than (27rlit 1

• 

The Ap = Ap relation, with p represented by Pw, reads, according to eq. (2.23), in phase space 
language: 
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(4/7T2
) ff ff dy dy' dp dp' A(y + y', p - p') Pw(y- y', p + p') exp{4i y'(p- p) + 4i p'(y- q)} 

=A Pw(q, p). (2.28) 

In order to simplify this, one can multiply with exp{4i(q'p + p'q)} and integrate over p and q to obtain, 
substituting also q and p for the integration variables y and p, 

I I dq dp A(q + q', p - p') p w(q - q'' p + p') exp{4i(q'p + p'q)} 

=A f J dqdpPw(q,p)exp{4i(q'p+ p'q)}. (2.29) 

Both eqs. (2.27) and (2.29) are a good deal more complicated than the quantum mechanical equations 
for which they substitute. It is questionable whether they are really useful. We thought that they should 
be derived in spite of this because the final form is considerably simpler than the original one and 
because they clearly demonstrate the essential phase space equivalence of q and p. It may be worth 
remarking finally that in the case of several dimensions all variables should be considered as vectors, and 
products like q'p or p'q should be replaced by scalar products of these vectors. 

2.2. Associated operator ordering 

We will now discuss the connection between a classical function of q and p and a quantum 
mechanical operator which is supposed to correspond to it. The result of the measurement of a quantum 
mechanical operator is well defined: it is supposed to transfer the state of the system on which the 
measurement is carried out into one of the characteristic vectors of the operator in question, and the 
probabilities with which the different characteristic vectors would result from the measurement are also 
well defined. They are the squares of the scalar products of the normalized initial state of the system on 
which the measurement is carried out and of the operator's normalized characteristic vector into which 
the state of the system is transformed. It must be admitted, even in this case, that, given an arbitrary 
operator, it is in many cases difficult, in others impossible, to construct an apparatus which can carry out 
the measurement, i.e. the desired change of the state of the system on which the measurement is to be 
carried out. 

But as far as the measurement of a classical function of p and q is concerned, no similar postulate 
exists which can be formulated in classical terms. But Weyl did propose the association of a quantum 
mechanical operator to every function of q and p and defined the measurement of the classical quantity 
as being identical with the above described quantum mechanical measurement of the operator which he 
associated to the classical function of q and p. This association will be described below. What is 
remarkable, however, and what has been first pointed out by Moyal [1949], is the close connection 
between Weyl's proposal and the distribution function as defined above. In particular, the expectation 
value of the result of the measurement of the operator A, which Wey! associates with the classical 
function A(q, p) if carried out on a system in the state If!, 

(f/!IAll/I)= f dq f dpPw(q,p)A(q,p} (2.30) 
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is equal to the expectation value of the classical function A(q, p) to which A corresponds assuming that 
the system is described by the distribution function Pw(q, p) which corresponds top. This is the content 
of eq. (2.30) and it is valid, as will be demonstrated below, for every state vector I/I and also for any 
density matrix p 

Tr{PA)= f dq f dpPw(q,p)A(q,p). (2.31) 

Actually eq. (2.31) is an easy consequence of eq. (2.30) and only the latter will be proved below. 
In order to prove eq. (2.30), we start with Weyl's expansion of A(q,p) into a Fourier integral (taking 

Ii = 1 for the purpose of this proof): 

A(q, p) = f du J dTa(u, -r) ei(uq+Tp). (2.32) 

Wey! then defines the operator which corresponds to the exponential in the integrand on the right-hand 
side of eq. (2.32) as exp{i(uq + -rp)}. The operator which corresponds to A(q, p) is then given by 

A(q,p)= J du J dTa(u,T)exp{i(uq+Tp)}. (2.33) 

If we substitute this result for A into the left-hand side of eq. (2.30) and replace A(q,p) on the 
right-hand side by the right-hand side of eq. (2.32), it becomes evident that all we have to prove is that 

{r/l\exp{i(uq + Tfi)}\r/I) = J dq J dpPw(q,p)exp{i(uq + Tp)} 

= 2~ J dy J dq J dpr/f*(q+~y)r/l(q-~y)exp{ipy+i(uq+Tp)}. (2.34) 

The integration over p gives 21T 8(y + T) and hence the right-hand side of eq. (2.34) becomes 

f dq l/l*(q - h') r/l(q + h) eiuq. 

In order to evaluate the left-hand side_ of (2}4} we note that accorfting to. the Baker-Hausdorff theorem 
(Messiah [1961]), if the commutator D =[A, B] commutes with A and B then 

(2.35a) 

It then follows that 

(2.35b) 

Hence, the left-hand side of eq. (2.34) becomes 
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Next, using the fact that 

ei..P 11/J(x)) = Jl/J(x + 7)) (2.36) 

and transferring the eiu4 to the left-hand side, this becomes 

e;UT12(e-iO'x r/J(x)lr/l(x + 7)) = J dx ei(O'x+UTt2> r/l*(x) l{l(x + 7), (2.37) 

which is equal to the expression obtained above for the right-hand side of eq. (2.34). Thus, we have 
proved eq. (2.34) and hence also eq. (2.30). 

In summary, if a classical function 

A(q, p) = f du f dT e<ilft)(O'Q+TP} a(u, T) (2.38) 

goes over to the quantum operator 

A.(q, p) = J du J d7 e<itft)(0'4+TP> a(u, 7) (2.39) 

then the relation between A(q, p) and A is that given by Wigner in eq. (2.12). Furthermore, it is clear 
that if, for all A(p, q) 

I dq I dpP(q,p)A(q,p)= I dq I dpP'(q,p)A(q,p) (2.40) 

then P' is identical with P. 
In addition, we mention that under the Weyl correspondence the classical quantity q"pm becomes 

n m 1 ~ (n) 'n-r 'm 'r 
q p -t 2" L.,, T q p q 

r=O 

(2.41) 

as can be seen by considering the u"r'" coefficient in (uq + rp)"+'". 
Finally, we would like to mention the role played by the characteristic function. This is a description 

of the state p by means of a function of two new variables, u and 7, 

C(u, r) = Tr(p C(u, r)), (2.42) 

where 

C(u, r) = e<itft)(o-4+Til>. (2.43) 
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Here we are following the nomenclature of Moya! which has now become standard in describing this 
quantity as a "characteristic function". This description stems from statistical terminology, and, in 
particular, should not be confused with the sometime usage of "characteristic function" in quantum 
mechanics to denote an eigenfunction. 

C(u, T) is just the Fourier transform of P(q, p). To see this we note that the function corresponding 
to C(u, T) is just exp{(i/li)(uq + TP)}. Making use of eq. (2.11) gives 

C(u, T) = Tr(fi C(u, T)) = f dq f dp e<itll)(uq+.,,,) Pw(q, p) 

so that 

Pw(q, p) = (2~ r I du I dr e(-i/ll)(uq+.,,,) C(u, r). 

(2.44) 

(2.45) 

We can use the characteristic function to compute expectation values of Weyl-ordered products of p 
and q. We have that 

(2.46) 

the right-hand side of which is just the average of the Weyl-ordered product qmpn. 

2.3. Dynamics 

We would now like to derive equations for the time-dependence of Pw. As before, our detailed 
considerations will be confined to one dimension but some results will also be quoted for the 
multi-dimensional case. The time-dependence of P w may be decomposed into two parts (Wigner 
[1932a]) 

iJPw = a.,,Pw + iJJ'w 
iJt iJt iJt (2.47) 

the first part resulting from the (ili/2m) iJ2
/ iJq2 part, the second from the potential energy V/ili part of 

the expression for o,P/ at. 
From the definition of Pw, given by eq. (2.2a), it follows that 

(2.48) 

where we have taken advantage of the functional dependence of I/I to replace iJ2/iJq2 by iJ2/iJy 2
• Next we 

perform one partial integration with respect to y to obtain 

a.,,Pw = _ _l!_f dy [a"'*(q + Y>l/lcq- y)-1/!*(q+ Y> aifl(q-y>] e21py!ll at 1Tlim ay ay ' (2.49) 
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since the boundary term does not contribute. Switching back from a/ay to a/aq, we finally obtain 

akPw __ p_ aPw(q, p) 
at - m aq (2.50) 

This is identical with the classical (Liouville) equation for the corresponding part of aP/ at, as was 
mentioned at eq. (2.7). We next calculate 

a~w = ~2 I dy {[Vlf!*(q + y)] lf!(q- y)- lf!*(q + y) [Vlf!(q- y)]} e2ipy/h 

= ~2 J dy[V(q+y)-V(q-y)]t/l*(q+y)t{l(q-y)e2ipy1h. 

Assuming that V can be expanded in a Taylor series, we write 

~ )\ 

V(q + y) = L: ~ v<A>(q) 
A=O A. 

a~w = ~2 I dy ~ ~ v<Al(q) l/l*(q + y) ifi(q- y) e2ipy/h, 

(2.5 l) 

(2.52) 

(2.53) 

where now the summation over A is restricted to all odd positive integers. It is clear that in the powers 
yA in the integrand we can replace y by (ll/2i)(a/ap). It then follows that 

(2.54) 

A again being restricted to odd integers. An alternative form for a,J' wl at is given by 

a~w= I djPw(q,p+j)J(q,j), (2.55) 

where 

J(q,j)= ~2 J dy [V(q+ y)- V(q-y)]e-2ipyth 

= ~2 J dy[V(q+y)-V(q-y)]sin(2jy/h) (2.55a) 

is the probability of a jump in the momentum by an amount j if the positional coordinate is q. The first 
part of eq. (2.55a) may be verified by inserting the Fourier expansion, with respect to y, of V(q + y )-



385 

M. Hillery et al., Distribution functions in physics: Fundamentals 137 

V(q- y) into eq. (2.51). The second part is obtained by replacing the exponential by cos+ i sin and 
noting that the expansion in the square bracket is odd so that the integral of the cos part vanishes. 

In the multi-dimensional case where P w::: P w(qi, ... q"; Pi. ... Pn), the corresponding results are 

(2.56) 

where the last summation has to be extended over all positive integer values of Ai, ... A" for which the 
sum A1 + A2 + ···+A" is odd. 

The lowest term of eq. (2.56) in which only one A is 1 and the others vanish, and which has no h 
factors, is identical with the corresponding term of Liouville's equation. Hence eq. (2.56) reproduces the 
classical (but non-relativistic) equation if h is set equal to zero. The h2 terms give the quantum 
correction if this is very small. We will obtain a somewhat similar equation for the l/T dependence of 
the distribution function of the canonical ensemble, which also is useful if the temperature T is not too 
low so that the quantum correction is small. 

Eq. (2.56) is the generalization of eq. (2.50) and eq. (2.54) for an n-dimensional configuration space. 
The same generalization of eq. (2.50) with eq. (2.55) is 

(2.57) 

where J(qi. ... q"; ii. ... in) can be interpreted as the probability of a jump in the momenta with the 
amounts j1> ... j" for the configuration Qi. ... q". The probability of this jump is given by 

xexp{-(2i/h)(yij1 + · · · + y"j")} (2.58) 

that is, by the Fourier expansion coefficients of the potential V(q1, .. . qn)· 
From eq. (2.56) it is clear that the equation of motion is the same as the classical equation of motion 

when V has no third and higher derivatives as, for example, in the case of a uniform electric field or for 
a system of oscillators. However, there is still a subtle difference in that the possible initial conditions 
are restricted. This comes about because not all P(q, p) are permissible (see eq. (2.19b)). 

While we consider that the above form for the equations of motion (Wigner [1932]) are the simplest 
to use in practice, we will now discuss some other forms which occur frequently in the literature. 

Before doing so it is useful to take note of another relation, in addition to that given by eq. (2.23), 
which expresses the Wey! function corresponding to an operator P::: AB in terms of the Wey! functions 
corresponding to A and .8. This relation was first derived by Groenewold [1946] and was also discussed 
by Imre, Ozizmir, Rosenbaum and Zweifel [1967]. They find that the function corresponding to Pis 

AB = F-+ F(q, p) = A(q, p) e<AAJ
2
i) B(q, p) 

= B(q, p) e-CftAJ2;i A(q, p)' (2.59) 
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A=----

ap aq aq ap 

M. Hillery et al.. Distribution functions in physics: Fundamentals 

(2.60) 

and the arrows indicate in which direction the derivatives act. Also (a/ ap )(a/ aq) is considered as the 
multi-dimensional scalar product of a/ap and a/aq, or, in other words, it is equal to (aJap;) (a/aq;), where 
i = (1, ... n) and n denotes the number of dimensions and, as usual, repeated indices denotes 
summation. 

To derive this result we first note that 

(q"IAlq') = J du exp{(i/h) u(q' + q")/2} a(u, q' - q"), (2.61) 

where a is defined by eq. (2.32). This result follows from eq. (2.33) by taking the matrix element of both 
sides. A similar result follows for (q"IBlq') except that a is replaced by /3, the Fourier transform of 
B(q,p): 

B(q, p) = J du J dT exp{(i/11) (uq + Tp)} f3(u, T). (2.62) 

We can now calculate F(q, p). We have from eq. (2.12) that 

= J dz I dq' I du I du' e(i/ft)u(q'+q-z/2)/2 e(i/ft)u'(q'+q+z/2)/2 

(2.63) 

We now define two new variables of integration T = q' - q + (z/2) and T
1 

= q - q' + (z/2) so that 

F(q, p) = J dT I dT' I du I du' e(i/ft)(uq+TJ>) a(u, T) e(i/ft)(u'T-<M"')/2 e(i/ft)(O''q+T'p) /3(u'. T'). (2.64) 

It is possible to replace the exponential factor exp{(i/h )(u'T- <TT')/2} by exp(hA/2i) so that eq. (2.64) 
becomes 

F(q, p) = A(q, p) eM
12

; B(q, p) (2.65) 

i.e. just the first expression appearing on the right-hand side of eq. (2.59). The second expression also 
follows readily from eq. (2.64). 
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We can also make use of eq. (2.64) to find an alternative expression for F(q,p) involving the Bopp 
operators (Bopp [1961] and Kubo [1964i) 

ft a 
Q= q-r. ap' 

We first note that 

so that 

exp{l [u(q- ~3-) + T(P + ~l..)J} e<iift)(u'q+T'P> = e<illt)(uq+1'p) e<ilft)(u',.-UT')l2. 
fr 21 ap 21 aq 

Using this result in eq. (2.64) we then have that 

F(q, p) = J dT J dT' J du J du' e<illt)(uO·uP> a(u, T) e<ilti)(u'q+T'P> f3(u', 7
1
). 

From eq. (2.33) we see that the expression 

A(Q, P) = J dT J du e0111 Hu0+ .. P> a(u, T) 

(2.66) 

(2.67) 

(2.68) 

(2.69) 

(2.70) 

is just the Weyl-ordered operator A(q, p) with q-+ Q and p-+ P. A(Q, P) is also an operator but not on 
the Hilbert space on which .A(q, p) is an operator; it operates on functions in phase space. We can, 
therefore, express F(q, p) as 

F(q, p) = A(Q, P) B(q, p). 

In a similar manner one can show that 

F(q, p) = B(Q*, P*) A(q, p), 

where 

h a 
Q*=q+--2i ap' 

(2.71) 

(2.72) 

(2.73) 

It is now possible to make use of the fact that the Wigner distribution is the function which is 
associated with (1/2-rrh )p. The equation of motion for p is just 

iii ap/oT = [H, p]. (2.74) 
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This implies that we have for the Wigner function 

ih aPwfat = H(q.p)eMIZi Pw(q,p)- Pw(q.p)eMIZi H(q,p) 

or 

ft aPwlot = -2 H(q. p) sin(ftA/2) Pw(q. p), (2.75) 

where H (q, p) is the function corresponding to the Hamiltonian operator for the system, fl. Actually, 
this is an abbreviated form of eq. (2.56) as can be verified by expanding the sin into a power series. Note 
that if we take the ft ~ 0 limit of this equation we obtain the classical Liouville equation 

BP"w/ iJt + {P"w. H} == 0. (2.76) 

where { } denote Poisson brackets and the superscript c on P w indicates the classical limit. For an 
H (q, p) which is at most quadratic in q and p, e.g. a free particle or an harmonic oscillator, eqs. (2.75) 
and (2.76) coincide. In these systems, then, the difference between a classical and a quantum ensemble 
is the restriction on the initial conditions in the case of latter (cf. eq. (2.19)). 

We also want to quote two alternate forms of eq. (2.75). The first follows immediately from our 
discussion of the Bopp operators. We have, using eqs. (2.65), (2.71), (2.72) and (2.75), that 

ift aPwf at= [H(Q, P)- H(Q*. P*)] Pw(q, p). (2.77) 

a result first obtained by Bopp [1961]. Analogous to the definition of A(Q, P). given by eq. (2.70), 
H(Q, P) is the Weyl-ordered operator with q ~ Q and p ~ P, where Q and P are defined in eq. (2.66). 
These equations do not exhaust the possible formulations of the dynamics of the Wigner function. One 
can also make use of propagation kernels. This approach is discussed by Moya! [1949] and Mori, 
Oppenheim and Ross [1962]. 

We turn now to a consideration of a canonical ensemble. If /3 = l/kT where k is Boltzmann's 
constant and T is the temperature, then the density matrix of the canonical ensemble is 

(2.78) 

and Z(/3) = Tr(e-13ii). The unnormalized density matrix, fl. then satisfies the equation 

an/ a13 == - fl{} = -nil. (2.79) 

subject to the initial condition ll(/3 = 0) = i where i is the identity operator. Eq. (2.79) is referred to as 
the Bloch [1932] equation for the density matrix of a canonical ensemble. Using the product rule given 
by eq. (2.59) we have that 

iJlJ(q, p)/iJ/3 = -H(q, p) eM12i fJ(q, p) = -H(q, p) e-M12i fl(q, p) • (2.80) 

A being given by eq. (2.60) so that 
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an(q,p)/a{3 = -H(q,p)cos(flA/2){J(q,p). (2.81) 

This is the Wigner translation of the Bloch equation, which was entensively studied by many authors 
and was first derived in this form by Oppenheim and Ross [1957]. It is useful in the calculation of 
quantum mechanical corrections to classical statistical mechanics. The initial condition for this equation 
is just the Wigner function corresponding to li({3 = 0) = l Inserting I in eq. (2.12) we find that the 
initial condition is just {J(q, p)Jt1-o = 1. 

It is also worth noting that P w(q, p) does not satisfy the Wigner translation of the Bloch equation 
simply because of the fact that it must be multiplied by the {3-dependent factor (27Tfz) Z({3) in order to 
obtain fl(q, p). 

Finally, we emphasize that all equations from eq. (2.59) onwards hold in the multi-dimensional case, 
where we simply interpret (q, p) to be (qi. . .. q"; Pi, ... Pn) and the simple products in the exponents as 
scalar products. The solution of eq. (2.81) in the multi-dimensional case, is to order f1 2 (Wigner [1932a1), 

Actually, the Wigner translation of the Bloch equation, eq. (2.18) above, can be simplified further into 
a form, analogous to that of eq. (2.56), which is more convenient for applications. This is achieved by 
writing the cos term as the real part of the operator 

0 = exp[ifl ( a a - a a)] 
2 ap aq aq ap ' (2.83) 

where we have used the explicit form for A given in eq. (2.60), again noting that the arrows indicate in 
which direction the derivatives act and that the gradient operators are 3N-dimensional. Next we 
decompose (J by means of the Baker-Hausdorff theorem (eq. (2.35a)), and using the fact that 

a a 
--H(q p)=O 
ap aq ' (2.84) 

it follows that we may write 

• [i,, a a] [ ifl a a ] 
O = exp 2 ap aq exp - 2 aq ap ' (2.85) 

where we have neglected terms which do not contribute in the present context. Again because of eq. 
(2.84), and also using the fact that we are only interested in the real part, it follows that the only terms 
in 0 which contribute are 

(2.86) 

where i,j = 1, ... n (and as usual, it is understood that (a/aq) (a/ap) stands for (a/aq;) (a/ap;)). From 
henceforth, we will assume that we are dealing with a system of (n/3) identical particles of mass m. 
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Hence, since H = (p2/2m) + V, it follows that 

• { [ iii a a ] Ii 
2 a2 2 

} HOil= exp---- V---+L n 
2 aq ap 2m aq2 2m ' (2.87) 

where it is to be understood that the (a/oq) term in the exponential operates only on V and not on [J 

(whereas the §2/aq 2 term operates on il). Also, the B/op term has no effect on V and thus operates only 
on n. Since all arrows now operate to the right, they will be omitted from henceforth so that we finally 
obtain 

an(q,p)= -{L+ cos(~j_j_) v-!:_~} n 
a{3 2m 2 aq ap 8m aq2 (2.88a) 

_ { . 2 (Ii a a ) Ii 
2 

a
2 

} - - H + 2 sm 4 aq op V + 8m aqz n , (2.88b) 

where the a/aq term in the cos and sin terms is to be understood as operating only on V. Such a form 
was given for the first time by Alastuey and Jancovici [1980] and, in fact, their result also takes account 
of the presence of a magnetic field. We recall that (a/ap)(o/oq) is considered as the multi-dimensional 
scalar product of a/ap and a/aq, or, in other words it is equal to (of op;) (o/oq;) where i goes from 1 to n 
and n denotes the number of dimensions. Hence, the explicit form of eq. (2.88a) is 

(2.89) 

where the last summation is to be extended over all positive integer values, as well as zero values, of 
A., ..1. 2 , ••. Am for which the sum A 1 + A2 + · · · + An is even. This form for the Wigner translation of the 
Bloch equation is the most convenient from the point of view of applications. 

One of the earliest applications of these results was to the quantum corrections of the classical 
equations of state and to similar corrections to chemical reaction rates (Wigner [1932b, 1938)) and they 
have been extensively used in statistical mechanics (Oppenheim and Ross [1957]; Mori, Oppenheim and 
Ross [1962]; Nienhuis [1970], for example). However, we will defer a detailed discussion of applications 
to Part II of our review, to be published at a later date. 

2.4. An example 

We would now like to use some of the formalism which we have developed to actually calculate some 
distribution functions. The system which we will consider is the harmonic oscillator and we will consider 
both pure and mixed states. We will find the Wigner functions corresponding to the eigenstates of the 
harmonic oscillator and also the function corresponding to a canonical ensemble of harmonic oscillators 
at temperature T. 

The eigenstates of the harmonic oscillator are (Landau and Lifshitz [1965]) 

(2.90) 
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where Hn is the nth Hermite polynomial and a= (mw/1'1)112. Substituting this expression into the 
definition of the distribution function, eq. (2.2a), we find that 

(
a2)112 1 

U:(q + y) Un(q - y) = -_; 2"n ! exp{-a2[(q + y)2 + (q - y)2]/2} Hn(a(q + y)) · Hn(a(q - y)) 

so that 

) 
1 a 1 _ 2 2 J 2· 111 _ 2 2 

Pw(q,p::: 7Tlrv';2"n!e aq dye•PY e ay H,.(a(q+y))Hn(a(q-y)). 

We now note that 

and define a new variable 

z = a(y- ip/a2 fz). 

We then have that 

Pw(q, p) = v'l_ ~ - 1-e-aq
2 efl2 f dz e-•

2 H,.(aq + z + /3) H,.(aq- Z - /3), 
1T rrri 2"n ! 

where /3 == ip/ah. Noting the H,.(-x) = (-1)" Hn(x) we find 

1 1 (-tr _ 2 _82 I _ 2 Pw(q,p)= v'- -1:. e aq c-· dz e' H,.(aq + z + /3)H,.(z + 13- aq). 
1T rrr1 2"n ! 

The above integral can be done (Gradshteyn and Ryzhik [1980]) and is 

J dz e-•2 H,.(z + /3 + aq) Hn(z + f3 - aq) = 2" v'; n! L,.(2(a2q2
- {3 2

)), 

where L,. is the nth Laguerre polynomial. Re-expressing a and f3 in terms of q and p we have 

a2q2-{32=- L+-mw2q2 =-H(q p) 2 ( 
2 

1 ) 2 
fzw 2m 2 fzw ' 

so that (Groenewold [1946]; Takabayaski [1954]; Dahl [1982]) 

Pw(q,p)= (1/7Tlr)(-1)" e-mitt .. L,.(4H/fzw). 

(2.91) 

(2.92) 

(2.93) 

(2.94) 

(2.95) 

(2.96) 

(2.97) 

(2.98) 

(2.99) 

Before discussing this result we will first calculate the distribution for an ensemble of oscillators at 
temperature T (lmre, Ozizmir, Rosenbaum and Zweifel [1967]). Here we proceed by way of the Wigner 
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translation of the Bloch equation (eq. (2.88b)) which for this system results in 

an(q,p)= {-(L+! 2 2). +2 . 2(!!__?__?_)v+~~} n 
a13 2m 2 mw q Stn 4 aq ap 8m aq 2 H , 

(2. 100) 

Because V is quadratic in q2 it is clear that only the leading order term in the sin2 expansion will 
contribute, and since a2 VJ aq 2 = mw 2

, it follows that the Wigner translation of the Bloch equation for 
the oscillator reduces to 

-= - L+-mw2q2 {}+- --+ mw2- . an ( 
2 

1 ) tz
2 

( 1 a
2
n a2fl) 

a{3 2m 2 8 m aq2 ap2 
. 

(2. lO l) 

To solve this equation we make the Ansatz 

{}(q, p) = exp{-A(f3) H + B(f3)} (2. 102) 

where A(O) = B(O) = 0, and H == (p 2/2m) + ~mw 2q2 • Substituting this into eq. (2.101) gives us 

( dA dB) h
2 l l A 

2
) ] - -H +- {} = -H{} +- -w2(-mA + mw 2q2A 2)+ mw 2 

(- -+ e:_ A 2 
{} 

df3 df3 8 m m m . . 

= - H{} + (fz~ )2 (-A+ HA 2) fl. (2.103) 

This equation can be re-expressed in the form 

H ( ) [- dA + 1 _ ( h w )
2 

A 2 ] + [dB + ( h w )
2 

A ] = O 
q, p df3 -4-- df3 4 . (2.104) 

Because this equation must hold for all q and p, and the terms in the brackets are independent of q and 
p, they must vanish independently, i.e. 

dA + (hw)2 A2- l = 0 
df3 4 

dB + (hw )
2 

A = 0 df3 4 . 

Eq. (2. 105) can be integrated directly. One has that 

J l - (fz~2)2 A2 = J df3 

or 

(2.105) 

(2.106) 

(2.107) 

(2.108) 



M. Hillery et al., Distribution functions in physics: Fundamentals 

Inverting this equation gives us that 

A(/3) = (2/hw) tanh(hw/3/2) . 

This can now be substituted into eq. (2.106) to give 

13 

8(13) = - h; J d{3' tanh(h~ft) = -ln cosh(h~P). 
0 

Therefore, we have 

il(q, p) = sech(hw,8/2) exp[-(2/liw) tanh(hw,8/2) H(q, p)]. 
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(2.109) 

(2.110) 

(2.111) 

To complete our derivation we need to normalize the above expression. As was noted before the 
Wigner function is the function which corresponds to the operator {fi/21rii). From eq. (2.78) we then 
have 

1 1 
Pw(q,p)= 21rii Z(/3)il(q,p) (2.112) 

as !l(q, p} is just the function corresponding to e-13fi. We also have from eq. (2.11) (setting A== e-13fi 

and B =I) 

(2.113) 

Substituting eq. (2.111) into eq. (2.113) we find 

Z(/3) = Msinh(hw,8/2W 1
• (2.114) 

Finally we obtain for Pw(q,p), from eqs. (2.111), (2.112) and (2.114), 

P w(q, p) = (1/Trli) tanh(liw,8/2) exp[-(2/liw) tanh(hw,8/2) H(q, p)] . (2.115) 

We now want to compare the two expressions (eq. (2.99) and eq. (2.115)) for Pw for the pure and 
mixed states, respectively. Examining the first few Laguerre polynomials 

La(x)== 1 

L1(x) == 1- x 

L 2(x) = 1- 2x + x2 

(2.116) 

we see that for the ground state of the oscillator P w(q, p) > 0 while for excited states P w(q, p) can assume 
negative values. The result for the canonical ensemble, however, is always positive. It does not have the 
oscillatory structure which is present in the expressions given by eq. (2.99). The incoherence induced by 
a finite temperature leads to a much smoother distribution function. 
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2.5. Statistics and second-quantized notation (Klimintovich [1958); Brittin and Chappell [1962); Imre, 
Ozizmir, Rosenbaum and Zweifel [1967]) 

When one is dealing with more than one particle one has to include the effects of quantum statistics. 
To illustrate how these effects come in to the Wigner function we will first consider an example. We will 
then show how the Wigner function can be expressed in second-quantized notation. In this form it is 
easier to take the effects of statistics into account, but two of us have an article in preparation 
(O'Connell and Wigner [1983)) which not only will take the effect of statistics into account, but will also 
include spin effects. 

Let us consider two identical particles in one dimension in a harmonic potential well. We will further 
assume that the particles are bosons. The Hamiltonian for the system is 

(2.117) 

Suppose that we want to find the Wigner distribution for a canonical ensemble of these systems at a 
temperature T. We would again like to use the Wigner translation of the Bloch equation but now we 
must be more careful; the initial condition is no longer so simple. 

To see this we first find the density matrix for the system. The eigenstates of the Hamiltonian given 
by eq. (2.117) are 

_ \ J1<U",(q1) Um(q2)+ Um(q1) U"1(q2)) if n, > n2 

</Jn1n2(qi, q2) -

U"'(q,) U,,,(q2) if n1 = n2, 

where U,,(q) is given by eq. (2.90). This state has an energy Eni,,2 given by 

£"1" 2 = hw (n, + n2 + 1). 

The unnormalized density matrix for this system is just 

In the f3 ~ 0 limit this becomes 

Taking matrix elements we find 

(2.118) 

(2.119) 

(2.120) 

(2.121) 

= ~ 2: (U"'(qD Un2(q2) U!,(q1) u=2(q2)+ U",(qD Unz(q;) u:,(q2) u:2(q1)). 
n1.n2 

(2.122) 

We can now make use of the identity 
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(2.123) 

" 
to give 

(2.124) 

as was to be expected. If we operate on an arbitrary two particle state, II/I), with ti(j3 = 0) we have that 

(qf, qilfl(f3 = O)ll/I) = J dq1 J dq2 (q;, q2)fl(f3 = O)lqi. qi) (qi, q2)1/1) 

= !lrfl(q;, q2)+ rfl(q2, qDJ. (2.125) 

If I/I is symmetric the result on the right-hand side of eq. (2.125) is rfl, if I/! is anti-symmetric the result is 
0. 

Therefore, ti(p = 0) is just the projection operator, Ps say, onto the state of symmetric two-particle wave 
functions. This result is also true for an arbitrary number of particles,~ Our result that ti(p = 0) is Ps was 
derived for bosons. Similarly, if the particles are fermions {l(j3 = 0) is PA, the projection onto the space of 
anti-symmetric N -particle wave functions, but in this case, the spin variable should also be included. 

Returning now to our example we want to find the initial condition for the Wigner translation of 
Bloch equation, i.e. we must find the function corresponding to P5• Making use of the two-particle 
extension of eq. (2.12) we find 

!l(qi. q2. Pi. P2) = f dy1 f dy2 exp{(i/li )(p. Y• + P2 Y2)}(q1 - h., q2 - h2IPslq1 +hi. q2 + h2> 

= f dy1 J dy2exp{(i/li)(p1y1+ P2Y2)H£8(y1)8(y2) 

+ l3(q2 - q1 + !(Y2 +Yi)) l3(q1 - q2 + !(Y1 + Y2))] 

(2.126) 

The corresponding result for fermions has a minus sign in front of the second term. This initial 
condition is considerably more complicated than the initial condition, Jl(q, p) = 1, which was obtained 
in the one-dimensional case. The situation rapidly becomes worse with larger numbers of particles. 

Second-quantized notation provides, in principle, a convenient way to deal with the problems 
imposed by quantum statistics. We will consider a Fock space an!-1 designat~ the vacuum state of this 
space by jO), and the quantized field operators at the point r by t/l+(r) and t{!(r). The interpretation of 
the field operators is that ,fr+(r) adds a particle at point r to the system whereas ,fr(r) removes a particle 
at point r. They are defined as 

,/.+( )- ~ _1_ -ip·r •+ .,, r - £..Jv'-e a. 
p v 

(2.127a) 

(2.127b) 



396 

l48 M. Hillery et al., Distribution functions in physics: Fundamentals 

where the so-called annihilation and creation operators, ap and a;, respectively (discussed in detail in 
section 4), act to remove or create a particle of momentum p in a box of volume V. For bosons these 
operators obey the commutation relation 

[rfr(r), ,frt(r')] = 8<3l(r - r') 

[ if;(r), rfr(r')] = 0 

and for fermions the anti-commutation relation 

{rfr(r), ,frt(r')} = 8<3>(r - r') 

{~(r), ~(r')} = 0. 

(2.128a) 

(2.128b) 

(2.129a) 

(2.129b) 

To every N-particle state IP N) in the Fock space corresponds an N-particle wave function given by 
(Schweber [1961]) 

(2.130) 

The distribution function for the state IPN) then, is given by 

= = (2~ rN ~! f d3J1 ... f d3yN exp{(i/li) (Pi. Yi+ ... + PN. YN )} 

x (Ol~(rN - hN) ... ~(r1 - h1)l '/'N) ('/IN l¢t(r1 + h1) ... ,frt(rN + lYN )IO). 

(2.131) 

This expression readily extends to N-particle density matrixes, /JN, so that 

where, in the case of a pure state, 

(2.133) 

with l<PN) denoting the N-particle ket basis vector. An N-particle density matrix has the property that if 
<PN' and <Pw are N'-particle and N"-particle states respectively, then (<Pwl/JNl<PN.) = 0 unless N' = N" = 
N. Therefore, eq. (2.132) can be expressed as 
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A I A I "t I "t I 
x Tr(c/l(rN - 2YN) · · · c/l(r1 - 2J1) PN I/I (r, + 2Y1) · ··I/I (rN + 2YN )) 

= (2~ )3N ~! J d3y1 · · · J d3yN exp{(i/li )(p, · y, + · · · + PN • YN )} 

This is the desired expression for the Wigner function in second-quantized form (Brittin and Chappell 
[1962]; Imre, Ozizmir, Rosenbaum and Zweifel [1967]). 

It is also possible to derive expressions for the reduced distribution functions in terms of the 
quantized field operators (Brittin and Chappell [1962]; lmre, Ozizmir, Rosenbaum and Zweifel [1967]). 
The distribution function of order N, reduced to the jth order, is defined as 

(2.135) 

and this definition will be used for the rest of this section. This can also be expressed, by making use of 
eq. (2.134), as 

P1(ri. ... r1;pi, ... p1)= (2~)3N ~! J d3 r;+1 · · · J d3rN J d3P;+1 · · · J d3pN J d3
y1 • • • J d3YN 

"t I "t I A I A I 
x exp{i(p, · y, + · · · + PN • YN )/Ii} Tr{pN«/J (r1 + 2Y1) ···I/I (rN +UN) c/l(rN - 1.YN) · · · c/l(r1 - 2Y1)) 

= (1~ r ~!I d3
r1+1 . .. f d3rN I d3y, ... I d3Y1 exp{i(P1. Y1 + ... +Pi. Y1)/li} Tr(fiN ijJt(r, + !y,) 

· · · J/(r; + h) ~t(r;+1) · · · ~t(rN) ~(rN) · · · ~(r1+1) ifri(r; - b1) · · · if,(r1 -hi))· 
(2.136) 

In order to analyze this expression further we first note that 

(2.137) 

where N is just the number operator. We then have that, for both bosons and fermions 

[~(r), N] = if,(r). (2.138) 

Therefore, 

(2.139) 

and 
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J d3rj+1 · · · J d3rN-1 ~t(rj+1) · .. ~t(rN-t) N ~(rN-1)" · ~(r;+1) = N (N - 1) · · · (N - N + j + 1). 

(2.140) 
Eq. (2.136) becomes 

Pi(ri. ... ri; Pi. ... Pi)= (2~ r ~! J d3yi · · · f d3y; exp{i(p1 ·Yi+···+ P; · J;}/h} 

A "t 1 "t i A A A • A A I 
X Tr(pNl/J (r1 + 2Y1) ···I/I (r; + 2J;) N (N -1) · · · (N - N + J + 1) l/l(r; - !};) · · · l/l(r1 - 2]1)). 

(2.141) 
Because PN is an N-particle density matrix we have that 

N (N - 1) · · · (N - N + j + 1) ~(r; - b;) · · · i/J(r1 - b1) PN = (N - j)! ~(r; - b;) · · · if,(r1 - h1) PN, 

so that our final expression for the reduced Wigner function is 
(2.142) 

( 
1 )

3
; (N - j)! f 3 J 3 • f';(ri. ... r;; Pi. ... P;) = 27Tfr N! d Yi··· d Y; exp{1(p1 · Y• + · · · + P; · Y;)lh} 

x Tr(PN ,f/(ri + b1) · · · if,t(r; + b;) ~(r; - !,;) · · · ,/J(ri - b1)). (2.143) 

It is now possible to formulate the dynamics of this theory in a way which is independent of the 
number of particles. We first go to the Heisenberg picture in which the field operators become time 
dependent. We then consider the operators 

f';(ri. ... r;; Pi. ... P;) = (2~ r J d3Yi · · · J d3
Y; exp{i(Pi ·Yi+ · · · + P; · Y;)/h} 

x ~t(r1 + !y1; t) · · · ,frt(r; + b;; t) · · · ¢(r; - h;; t) · · · ¢(r1 - b1; t). 

The distribution functions for an N-particle theory are then just 

(2.144) 

(2.145) 

We see that in this formulation all of the dynamical information is contained in the operators ft; which 
contain no reference to a specific particle number and also contain the information about the statistics of 
the particles. Thus, in principle, the second-quantized formalism should be a useful starting-point for 
the incorporation of statistics into problems involving a system of identical particles. However, it must 
be admitted that - to our knowledge - no application has been made along these lines. 

3. Other distribution functions 

We now want to examine certain other distributions besides the one considered so far. These may 
arise out of a desire to make use of an operator ordering scheme other than that proposed by Weyl or a 
desire to have a distribution function with certain properties. For example, we may want to make use of 
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symmetric ordering 

(3.1) 

in which case we would use the distribution function (Margenau and Hill [1961]; Mehta [1964]) 

(3.2) 

On the other hand, we may want to consider a distribution which is always greater than or equal to 
zero. We will discuss a distribution which has this property shortly. 

A scheme for generating distribution functions was proposed by Cohen [1966] and further examined 
by Summerfield and Zweifel (1969]. They give the rather general expression 

P.(q, p) = (z~ r f du f dr f du exp{-(i/h) [u(q - u) + rp]} g(u, T) !/!*( u - ~) "1( u + ~) (3.3a) 

= f dq' f dp' g(q- q', p- p') Pw(q', p') (3.3b) 

for the distribution function of the pure state r/l(q), where 

g(q,p)= J du J drexp{-(i/h)(uq+rp)}g(u,r). (3.4) 

Thus the function P is simply the original function P w smeared with another function g. The basic 
requirement which leads to eq. (3.3) is that P transform correctly with respect to space displacement, 
l/f(q)-+r/l(q-a), and transition to a uniformly moving coordinate system, r/l(q)-+exp(-imvq)r/l(q). 
These requirements were formulated in giving the form eq. (3.3a) to P1 -and the satisfaction of the 
requirements can easily be verified; eq. (3.3b) then follows. 

Cohen also pointed out that it is possible to obtain distributions whose dependence upon the wave 
function of the system is other than bilinear simply by choosing g(u, r) to depend upon r/l(q). For 
example, one can choose 

(3.5) 

where qo is an arbitrary value of q. This choice for g(u, r) satisfies g(O, r) = g(u, 0) = 1 so that the 
correct marginal distributions are obtained. On the other hand, we now have the rather awkward situation 
that the function-operator correspondence depends upon the wave function. An even simpler choice is, of 
course 

P.(q, p) = (1rlit 1 lr/l(q)l2 l<f>(p)l2
, (3.6) 

where <f>(p), the Fourier transform of l/f(q) is defined by eq. (2.14). The conditions on g(q, p) which must 
be satisfied so that the correct marginal distributions are obtained are 
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I dq g(q, p) = (211fi )2 ~(p) 

I dpg(q.p)= (211fi)2~(q). 

(3.7a) 

(3.7b) 

One choice of g(q, p) which does not satisfy eqs. (3.7) but which is interesting nonetheless is given by 

(3.8) 

The use of this smearing function was first proposed by Husimi [1940] and has been investigated by a 
number of authors since (Bopp [1956]; Kano [1965]; McKenna and Frisch [1966]; Cartwright [1976]; 
Prugovecki [1978); O'Connell and Wigner [1981b]). It leads to a distribution function, PH(q, p), where 
the subscript H denotes Husimi, which is non-negative for all p and q. One can see this by noting that 
g(q - q', p- p'; a) is just the Wigner distribution function which one obtains from the displaced (in both 
position and momentum) harmonic oscillator ground state wave function 

l/Jq,p(q'; a)= (7raf 114 e-<q'-qf/2a eipq'/~, (3.9) 

which we will call Pq,p (O'Connell and Wigner [1981b]). If the Wigner distribution in question, P"', 
corresponds to a wave function </J(q) we have 

PH(q, p) = I dq' I dp' Pq,p(q', p') Pq, (q', p') = (2~) I I dq' 1/1:.p(q') </J(q') I \: 0 ' (3.10) 

where we have used eq. (2.8). Note that in order to get a positive distribution function we had to violate 
condition (ii) on our list of properties of the Wigner function. Property (vi) is also violated as was shown 
by Prugovecki [1978] and by O'Connell and Wigner [1981a]. 

We will encounter PH(q, p) again in the next section in a somewhat different form. It is the "Q" or 
"anti-normally-ordered" distribution function of quantum optics. It is one of a number of distributions 
which are useful in the description of harmonic oscillators, and, hence, modes of the electromagnetic 
field. We now proceed to examine these distribution functions. 

4. Distribution functions in terms of creation and annihilation operators 

The harmonic oscillator is a system that is ubiquitous in physics, so that it is not surprising that 
quantum distribution functions have been developed which are tailored to its description. It is in the 
description of the modes of the electromagnetic field that these distribution functions have found their 
widest application. 

It should be emphasized that many problems in quantum optics require a fully quantized treatment 
not only of the atoms but also of the field. For example, an analysis of experiments dealing with photon 
counting or a derivation of the fluctuations in intensity of a laser near threshold both require the 
quantum theory of radiation (Scully and Lamb [1967]; De Giorgio and Scully [1970]; Graham and Haken 



401 

M. Hillery er al., Distribution functions in physics: Fundamentals 153 

[1970]). The latter is developed within the framework of annihilation and creation operators for bosons (see 
below) but it is then possible to go to a description in terms of c-numbers (while fully retaining the quantum 
aspects of the situation) by means of distribution functions. In most cases, this greatly facilitates the 
calculation while, at the same time, it contributes to a better understanding of the connection between the 
quantum and classical descriptions of the electromagnetic field. 

A number of studies of these distribution functions have been done (Mehta and Sudarshan [1965]; 
Lax and Louisell [1967]; Lax [1968]; Cahill and Glauber [1969]; Agarwal and Wolf [1970]; Louisell 
[1973]). We will rely most heavily upon the papers by Cahill and Glauber [1969] in our treatment. Their 
discussion considers a continuum of possible operator ordering schemes, and hence distributions (an even 
larger class is considered in Agarwal and Wolf [1970]) but we will consider only three of these. A final 
section will discuss distributions defined on a 4-dimensional, rather than a 2-dimensional, phase space. 

We will describe the system in terms of its annihilation and creation operators 

A ( 1 )1/2 ( A i A) 
a= 21i Aq +A p (4.la) 

( 
1 )1/2 ( i ) 

a+= 21i Aq-Ap ' (4.lb) 

satisfying 

(4.2) 

As mentioned before, it is assumed that the field operators we consider obey Bose statistics. Each 
pair of a, a+ refers to a certain function of position. These functions form an orthonormal set which is 
countable if the basic domain is assumed to be finite, and continuous if infinite. We deal with a very 
large, but finite, system so that the system is only approximately relativistically invariant (exact 
invariance is achieved for an infinitely large system, but this would make the calculation in other ways 
difficult). 

The various functions of a and a+ are investigated individually because the corresponding a and a+ 
do not interact with the a and a+ of another member of the set. They interact with the matter which is 
in the basic domain. Thus, for example, when we apply this formalism to the case of the electromag
netic field, we investigate each mode (corresponding to a definite momentum and definite direction of 
polarization) separately, and the operators associated with different modes commute (no interaction 
between modes). In addition, there will be a distribution function corresponding to each mode. 

The a and a+ operators act on the basis vectors In>. the so-called "particle number states", and have the 
properties: 

a In>= v'n In - I) 

a+ In>= v n + 1\n+1) 

a+a In>= n In> 
a. 10> = o. 

In addition, one can prove that 

(4.2a) 

(4.2b) 

(4.2c) 

(4.2d) 
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[a, (a7] = n(a+rl. (4.2e) 

If we are considering an oscillator of mass m and angular frequency w we take ,\ = (mw )112 and if we are 
considering a mode of the electromagnetic field of angular frequency w we set ,\ = (fl 112w/c ). 

We also want to consider a special class of states known as coherent states (Schrodinger [1926]; 
Glauber [1963a]; Glauber [1963b]; Sudarshan [1963]; G\auber [1965]). To define these we first define 
for each complex number a the unitary displacement operator: 

(4.3) 

where the last expression is obtained by use of the Baker-Hausdorff theorem (eq. (2.35a)) and the 
commutation relation given by eq. (4.2). The operator D(a) has the property that 

.6- 1(a) a D(a) =a+ a 

.6-1(a) a+ D(a) =a++ a*. 

(4.4a) 

(4.4b) 

The proof of eq. (4.4) readily follows from eqs. (4.2e) and (4.3). We now define the coherent state 
(Glauber [1963a]; Glauber [1963b]; Sudarshan [1963]), which we denote by [a), as 

(4.5) 

where IO) is the ground state of the oscillator. This state has the property that it is an eigenstate of the 
annihilation operators with eigenvalue a. Again, this can be verified by using eq. (4.2e). Perhaps it 
should be emphasized that the symbol a always refers to a complex eigenvalue whereas la) always 
denotes a state, just as n denotes a real eigenvalue and In) a state, the so-called "number state". Also, 
just as In) refers to a definite state of excitation of a system of one mode, la) also refers to a state of one 
mode. 

The la) states are not orthogonal but they are complete (in fact overcomplete). Explicitly, 

(~la)= exp[-!([aj2 +1~12) + Wa], (4.6) 

which follows immediately from eq. (4.5) and the fact that the number states are orthonormal. 
Furthermore, it is possible to express the identity operator as 

(4.7a) 

where d2a = d(Re a) d(lm a)= !da da *. The proof of eq. (4.7a) follows by setting a = r ei8
, so that 

d2a = r dr dO, and then using eq. (4.5) to get 

~ 2~ ~ 

_!_I d2a la) (al=_!_~ "' [m) (n[ I dr e-r' rm+n+I I ei(m-n)B d8 = 2" in) (nl I dr e-,.2 r2n+I 
1T 1T L.J L.J (m !)112 (n !)112 L.J --;rr- , 

m=On=O n 
0 0 0 

(4.7b) 
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where we have used the fact that the angular integral simply equals 2Tr8m,.. The latter radial integral 
equals n !/2, so that using the fact that L,. \n) (n\ = 1, eq. (4.7a) readily follows. A direct consequence of 
eq. (4.7a) is that the trace of any operator A is just 

• 1 J . Tr(A) =; d2a (a\A\a). (4.8) 

It is also of use to compare the expression for the displacement operator D(a) to our previous results 
and use this comparison to derive an expansion for a general operator A in terms of .6- 1(a). This will 
be of use later. First we note that if we set a = (2h f 1'

2 (Ar+ iA - 1u) then (see eq. (4.1 )) 

D(a) = exp{(i/h )(uq + Tfi)} = C(u, r), (4.9) 

where C was defined earlier by eq. (2.43). Thus from eqs. (2.42) and (4.9) it is clear that the 
characteristic function is the expectation value of the displacement operator. This in conjunction with 
eqs. (4.5), (4.6) and (4.8) gives 

(4.10) 

where the 5 function here is 52(fl = 5(Re fl 5(Im fl. Suppose that we can expand the operator A(a, a+) 
as 

(4.11) 

Using eq. (4.10) we find that 

g(fl = Tr(A D(fl). (4.12) 

It can be shown (Cahill and Glauber [1969]) that if A is Hilbert-Schmidt (i.e. Tr(A +A)< oo) then the 
function g(fl is square integrable. 

The three types of ordering of the operators a and a+ which we wish to consider are defined as 
follows: 

(i) Normal ordering - A product of m annihilation operators and n creation operators is normally 
ordered if all of the annihilation operators are on the right, i.e. if it is in the form (a+)" a'". 

(ii) Symmetric ordering - A product of m annihilation operators and n creation operators can be 
ordered in (n + m )!/n ! m ! ways. The symmetrically ordered product of these operators, denoted by 
{(a+)" 1r}, is just the average of all of these differently ordered products. For example 

{a+ a}= ~a+ a+ aa+) 
{a+ a2

} =~(a+ a2 + aa+ a+ a2a+) 
{a+21l2} = A(a+2a2 +a+ aa+ a+ a+ a2a+ + aa+2a + aa+ aa+ + a21P2). 

(4.13a) 

(4.13b) 

(4.13c) 

(iii) Anti-normal ordering -A product of m annihilation operators and n creation operators is 
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anti-normally ordered if all of the annihilation operators are on the left, i.e. if it is of the form a"' (a"'")". 
For each operator ordering we have a rule which associates a function of a and a* with a given 

operator. The rule is as follows: for any operator ordering scheme the product of m annihilation and n 
creation operators, ordered according to that scheme, is associated with the function (a *)"am. For 
example, if we are considering normal ordering the product (an)"am is associated with (a *)"am; if 
anti-normal ordering is being considered then am(a+)" is associated with am(a*f. We will now make 
the meaning of our rule more explicit by considering each of these orderings and its associated 
distribution function. 

4.1. Normal ordering 

Let us suppose that we can expand a given operator A(a, a+) in a normally ordered power series 

00 

A= 2, Cnm(a7am. (4.14) 
n.m=O 

Let us further suppose that we can express the density matrix as 

p= J d2aP(a)ja)(ai (4.15) 

where P(a) is a c-number and the state ja) is given by eq. (4.5). P(a) is called the ?-representation of 
the density matrix (or the distribution function representing the density matrix) of the particular mode 
under study. It should be emphasized that both the real and imaginary parts of a are used as the 
variables of the distribution function. Also, it is probably worthwhile mentioning again that our 
discussion is restricted to a system of bosons and thus the distribution functions under study are not 
applicable to, for instance, a gas of neutrinos. Also, we are dealing with a very large but countable set 
since we assumed that the basic domain is finite. 

From eqs. (4.10) and (4.7a) and because (aia+na"'ia) = a•na"', it follows that 

with 

Tr(Ap)=~ J d2{3 J d2aP(a)(f31Aia)(aj{3)= J d2aP(a)(aiAla) 

= f d2aP(a)[n.~0 Cnm(a*)"am ]== f d2aP(a)AN(a,a*), 

~ 

AN(a, a*)= (aiAja) = 2, Cnm(a*ta"'. 
n,m=O 

(4.16) 

(4.17) 

Therefore, we associate the operator A(a, a+) with the function AN( a, a*) in the evaluation of 
expectation values with the P-representation. 

We now want to derive two expressions for P(a) in terms of the density matrix. It is not always 
possible to find a useful representation of p of the form given by eq. (4.15). For some density matrices 
P(a) would have to be so singular that it would not even be a tempered distribution (Cahill (19651; 
Klauder and Sudarshan [1968]). This difficulty will be apparent in our formal expression for P(a). 
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Let us now choose for the operator A 

(4.18) 

The corresponding function is then AN(a,a*)=exp(~a*-Ca). Inserting these expressions into eq. 
(4.16) we find that 

(4.19) 

The function XN(fl is known as the normally ordered characteristic function. The right-hand side of eq. 
(4.19) is just a Fourier transform in a somewhat disguised form. In fact one has that if 

(4.20a) 

then 

(4.20b) 

and vice versa. Therefore, we have for P(a) 

(4.21) 

The problem with this expression is that XN(fl can grow rather rapidly. In fact we have that because 
expUa+ - Cd) is unitary 

(4.22) 

which suggests the type of behavior which is possible. For example, if p = In) (nl, where In> is the 
eigenstate of the number operator with eigenvalue n, then for large l~I we have lxN(fll -1~12". This 
representation, then, is not appropriate for all density matrices, but, nonetheless, is useful in many of 
the cases of interest. 

Finally, we will derive an expression for P(a) in terms of a series expansion for the density matrix. 
Let us suppose that we can express the density matrix as an anti-normally ordered series 

~ 

P = L Pnmtlm(d7 • (4.23) 
n.m-0 

If we again consider the expression for A(a, a+) given by eq. (4.14) we find that 

~ ~ 

Tr(pA) = L L PnmC,. Tr(dm(d7(d+yd'). (4.24) 
n,m =O r,.s=O 

The trace in eq. (4.24) can be expressed as 
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so that 

(4.25) 

Comparing this with eq. (4.16) we see that 

(4.26) 

The difficulties which we had when considering eq. (4.21) suggest that we will have similar problems 
with eq. (4.26). In fact the problem goes back to eq. (4.23). The class of operators for which a 
meaningful anti-normally ordered expansion exists is highly restricted. One can see this by considering 
the representation for an operator given by eq. (4.11). Expand J)- 1(fl = exp(ea) exp(-~a+) exp(~l~f) 
in an anti-normally ordered power series and insert it back into eq. (4.11 ). This gives us an 
anti-normally-ordered power series for A: 

00 

A= L dnmam(a7, (4.27) 
n.m=O 

with the coefficients given by 

(4.28) 

For these coefficients to exist Tr(AD(fl) must be a very rapidly decreasing function of 1~1- Our previous 
remarks indicate that this will not be true in general for Hilbert-Schmidt operators and, in fact, will not 
be true in general for operators of trace class (operators, A, for which Tr([ At A]1

'
2

) < :x>) such as density 
matrices. 

It should be mentioned that normally-ordered power series expansions are far better behaved. A 
derivation similar to the one above gives for the coefficients Cnm in eq. (4.14) 

(4.29) 

This clearly exists for a much wider class of operators than does dnm. The Cnm 's exist, in fact, for all 
Hilbert-Schmidt operators and the series converges in the sense that if one takes its matrix element 
between two coherent states, (aj on the left and 1/3) on the right, the resulting series converges to 
(alAj,(3). 

4.2. Symmetric ordering 

Before proceeding with a discussion of the distribution function for this case we would like to 
consider a few properties of the ordering scheme itself. We first note that 
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(4.30) 

which implies that 

e<tia•+ea) = i /I~ If;'{~ {(a+r a1
}. 

l,m-0 · · 

(4.31) 

Our operator-function correspondence is now done in a way analogous to that of the preceding section. 
Expand an operator A(a, a+) in a symmetrically ordered power series 

A = i b,.m {(a+)" am}. 
n.m=O 

The function corresponding to the operator is then 

00 

A.(a, a*)= L b,.m (a*)" am. 
n,m=O 

Under this correspondence we see from eq. (4.30) that the function D(fl goes to 

D(fl = etc1•-t·<1 ~ eta·-t· .. . 

(4.32) 

(4.33) 

(4.34) 

Comparison with eq. (4.9) shows us that this is nothing other than Wey! ordering expressed in a 
different form. The distribution function, therefore, should be the Wigner function. As before we define 
this as the Fourier transform of the characteristic function x(fl (see eqs. (2.42}-(2.45)) and we use the 
real and imaginary parts of a = a,+ ia1 as the variables of the distribution function, so that, analogous 
to eq. (4.1), a= (2hf 112 (Aq + (i/A)p), where A= (mw)112

. Thus 

W(a) =*I d2{ e<ae•-a•ei x({) = * f J d{, d{; e2i(a;e,-a,t;) Tr[p eta•-e·a1 

= * J J d{, d{; Tr[p exp{ 2i{,( a; - (2h 1112 A)- 2i{1( o:, - (2~j112)} J , (4.35) 

where 

x<fl = Tr<P .Dem. (4.36) 

It may be verified, using eqs. (2.42), (2.45) and (4.35) that 

W(a) = (21Th) Pw(q, p) = 2 J dy LL (q - yin) (nlJ>lm) (mlq + y) e21
py/ft 

-c;ia n m 

= {3 I dy LL (2,.1n iY/2 (1m~ !)"2 e-/32(q2+y2) e2ipy/ft H,.({3(q + y)) Hm<ft(q - y)) r/I! r/lm, 
n m 

-oo 

(4.37) 
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where, in the derivation of the last line from the previous line, we have used eq. (2.90) and where 
f3 = (mw/li )112 and (nlplm) = t/J~t/Jn· 

Examination of eqs. (4.11) and (4.34) shows us that the function A, which corresponds, by eqs. (4.32) 
and (4.33), to the operator A(a, a+) can also be represented as 

(4.38) 

We would now like to use this to show that 

A 1 f Tr(pA) =; d2a A,(a, a*) W(a). (4.39) 

Evaluating the right-hand side we see that 

lJ IJ2J2 AA , • ; d2aA.(a,a*) W(a)= TT2 d a d ~Tr(AD(fl)et a-ta W(a). (4.40) 

Making use of the relation 

(4.41) 

we find that 

(4.42) 

We also have from eqs. (4.11) and (4.36) 

(4.43) 

so that 

lJ lJ AA A ;: d2aA,(a,a*)W(a)=;: d2~Tr(AD(fl)x(-fl=Tr(Ap), (4.44) 

which proves eq. (4.39) and shows that A,(a, a*) and W(a) can be used to calculate the expectation 
values of symmetrically ordered operators. 

We would also like to say a word about symmetrically ordered power series. Comparison of eqs. 
(4.11) and (4.31) allows us to calculate the coefficients appearing in eq. (4.32) 

(4.45) 
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These coefficients, then, will exist for all operators which have the property that all moments of 
Tr(AD(fl) are finite. While this behavior is not as good as that for a normally ordered power series it is 
certainly better than that of anti-normally ordered series. 

It is also of interest to examine the behavior of W (a). First we note that 

(4.46) 

so that x(fl is a square integrable function. As W(a) is just the Fourier transform of x<fl it too is 
square integrable. Therefore, W(a) is far better behaved than P(a) and will exist for all density 
matrices. 

It is also possible to express the Wigner distribution in terms of the P representation. If we can 
represent the density matrix as in eq. (4.15) we then have that 

X<fl = f d2/3 P(/3) (/31 eta•-t•a 1/3) = f d2/3 P(/3) ett1•-t•1Ht1212. 

Taking the Fourier transform of x<e) gives us, with the use of eqs. (4.35) and (4.37), 

W(a) = ~ f d2~ f d2/3 P(/3) eat•-a•t etP'-t'P e-lt1212 

= ~ f d2/3 f d2~ P(/3) e<a-P)f'-(a'-P')f-IEl
2
/2 

= 2 f d2/3 P(/3) e-2la-P12. 

4.3. Anti-normal ordering 

(4.47) 

(4.48) 

Let us suppose that we have an operator given by an anti-normally ordered power series as in eq. 
(4.27). The function corresponding to the A of eq. (4.27) is then 

(4.49) 
n,m-0 

By analogy with our discussion of the P representation (eq. (4.26)) we can then express A(a, a+) as 

(4.50) 

We then have that 

Tr(pA) = ~ f d2a Aa(a, a*)Tr{Pla) (al)= f d2a Aa(a, a*) Q(a), (4.51) 
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where we have set (Kano [1965]) 

Q(a)= _!_(alpla). 
1T 

(4.52) 

This distribution can also be expressed in terms of a characteristic function 

(4.53) 

We have that 

(4.54) 

so that 

Q(a)= ;2 f d2~eaf•-a•t XA(fl 

= ; 3 ff d2~ d2,8 eac•-a•• ell·c-w (,Blpl,B) = ;.(alpla). (4.55) 

Again by considering our derivation of the P representation we can derive an alternate expression 
for A.(a, a*). Examining eq. (4.21) we see that 

(4.56) 

The "function" A.(a, a*) has, of course, all of the singularity problems of the P representation. 
The distribution function, Q(a ), has, on the other hand, no singularity problems at all. It exists for all 

density matrixes, is bounded, and is even greater than or equal to zero for all a. The problems in this 
ordering scheme arise in the representation of the operators. 

As a final remark, we note that all of the distribution functions can be written in terms of the Wigner 
distribution function (McKenna and Frisch [1966]; Agarwal and Wolf [1970]; Haken [1975]; O'Connell 
[1983b]), by use of integrals or derivatives. 

4.4. Examples 

We would now like to calculate Q(a) and P(a) for a single mode of the radiation field of angular 
frequency w. The system which we will consider will be a canonical ensemble at temperature 
T = (kf3t 1

• Our discussion will follow that given in Nussenzveig [1973]. 
We first consider the anti-normal distribution function Q(a ). The density matrix for this system is 

~ 

p = (1- e-llft"') L e-n/lft"' In) (nl. (4.57) 
n=O 
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For Q(a) we than have from eq. (4.52) 

(4.58) 

To obtain P(a) we make use of our result for Q(a). We first find XA<fl from eq. (4.54). If we set 

then 

{ = x + iy, a= r+ ik 

XA({) =; J d2a eta•-ea e-•1° 12 =; J dr J dk exp{-2i(kx - ry)- s(r2 + k2)} 

=; J dr J dk exp{-s(r - iy!s)2- s(k + ix/s)2} exp{-(x2 + y2)/s} = e-ltl
2
'•. 

To calculate XN({), given by eq. (4.19), we now use the general relation 

Therefore, we see that 

If we set A= (1- s)/s = (e"11
"' - lf1 then from eq. (4.21) we have 

P(a) = ; 2 J d2
{ e"t•-..-•t e--~ 1' 12 = ; 2 J dx J dy exp{2i(kx - ry)- A (x2 + y2

)} 

= _!_ e-1..-121.1.::: ..!_(e"""' - 1) exp[-lalz (e"""' - 1)]. 
7TA 1T 

(4.59) 

(4.60) 

(4.61) 

(4.62) 

(4.63) 

For this system P(a) is a well-behaved function, a Gaussian in fact, and has no singularities. It is 
even positive definite. Q(a) is also well behaved, but this comes as no surprise. Our general discussion 
had ensured that this would be the case. 

4.5. Distribution functions on four-dimensional phase space 

We would now like to briefly discuss some distribution functions which are functions on a four
rather than a two-dimensional phase space. The first of these, the R representation, was discussed by 
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Glauber in his 1963 paper. It is very well behaved but has found little use in applications. More recently 
a new class of these distributions, the generalized P representations, has been used to study the photon 
statistics of various non-linear optical devices [Walls, Drummond and McNeil [1981]; Drummond and 
Gardiner [1980]; Drummond, Gardiner and Walls [1981]). 

The R representation of the density matrix is obtained by using the coherent state resolution of the 
identity twice. One has 

(4.64) 

where la) is defined in eq. (4.5) and l,B) has the corresponding meaning, and 

R(a*, ,8) = exp{~la\2 +113\2)} (a\p\13). (4.65) 

This representation has no singularity problems. Also it exists and is unique for all density matrices 
provided that R(a*, /3) is an analytic function of a* and /3 (Glauber [1963b]). It can be used to evaluate 
normally ordered products. One has 

The generalized P representations (Drummond and Gardiner [1980]; Drummond, Gardiner and 
Walls [1981]) are again functions of two complex variables but are not necessarily defined for all values 
of these variables. To define these representations we define the operator 

A (a, ,8) =la) (,B*l/(,B*la) (4.67) 

and an integration measure dµ.(a, {3). It is the choice of this measure which determines the distribution 
function. We will consider two different choices. The density matrix is then 

p = J dµ (a, /3) P(a, /3) A (a, ,8), (4.68) 

D 

where D is the domain of integration. Normally ordered products are then given by 

(4.69) 

Our first integration measure is dµ. (a, /3) = da d,8 where a and ,8 are to be integrated on some 
contours C and C' respectively. This gives rise to what is called the complex P representation. Let us 
consider the case in which C and C' are contours which enclose the origin. One can then show 
(Drummond and Gardiner [1980]) that if the density matrix is of the form 

fl=LLCnmln)(ml, (4.70) 
n m 
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where both sums are finite then P(a, /3) exists and is analytic when neither a nor {3 is 0. Whether 
P(a, {3) exists for a general density matrix is not known. The complex P representation is also not 
unique; if one complex P representation exists for a given density matrix, then an infinite number of 
representation exist. 

The second measure which we wish to consider is dµ.(a, /3) = da2 d{3 2
• Because the coherent states 

are linearly dependent such a representation is not unique. In fact we have encountered one 
representation of this type already, the R representation. It is possible to choose P(a, {3) so that it is 
real and non-negative (Drummond and Gardiner [1980]), i.e. 

P(a, {3) = (1/47T2
) exp{-~la - /3*12

} (!{a+ /3*)lpl!{a + /3*)}. (4.71) 

This representation, the positive P representation, is defined for all density matrices. 
These two distributions have been used in problems in which non-classical photon states (states 

which are more like number states than coherent states) are produced. Under these conditions the 
above defined generalized P representations are better behaved than the original P representation. For 
example, the P representation corresponding to a density matrix p =In} (nl contains derivatives of delta 
functions up to order 2n. On the other hand, the complex P representation for this state (again defined 
on two contours C and C' encircling the origin) is just (Drummond and Gardiner [1980]) 

(4.72) 

while the positive P representation is, from eq. (4.70) 

(4.73) 

Both of these functions are far less singular than the original P representation. 
The original motivation for the introduction of these generalized P distributions was connected with 

their practical applicability to the solution of quantum mechanical master equations (Drummond and 
Gardiner [1980]; Drummond, Gardiner and Walls [1981]). In general, using a coherent state basis, it is 
possible to develop phase-space Fokker-Planck equations that correspond to quantum master equations 
for the density operator (Haken [1970]; Louisell [1973]). From this equation observables are obtained in 
terms of moments of the P function. However, for various problems, as for example the analysis of 
recent experiments on atomic fluorescence (Kimble, Dagenais and Mandel [1978]) where we are dealing 
with non-classical photon statistics (Carmichael and Walls [1976]), the Glauber-Sudarshan P function is 
singular whereas the generalized P function discussed above is not. Also, use of the latter leads to 
Fokker-Planck equations with positive semi-definite diffusion coefficients whereas the former gives rise 
to non-positive-definite diffusion coefficients. In particular, the generalized P representations were 
applied successfully to non-linear problems in quantum optics (two-photon absorption; dispersive 
bistability; degenerate parametric amplifier) and chemical reaction theory (Drummond and Gardiner 
[1980]; Drummond, Gardiner and Walls [1981]; Walls and Milburn [1982]). On the other hand, the 
usefulness of the Wigner distribution in quantum optics has been demonstrated in a paper by Lugiato, 
Casagrande and Pizzuto [1982] who consider a system of N two-level atoms interacting with a resonant 
mode radiation field and coupled to suitable reservoirs. The presence of an external CW coherent field 
injected into the cavity is also included, which allows for the possibility of treating optical bistability 
(which occurs when a non-linear optical medium, interacting with a coherent driving field, has more 
than one stable steady state) as well as a laser with injected signal. 
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5. Conclusion 

We have given what we hope is a useful summary of some of the formalism surrounding the use of 
quantum mechanical quasiprobability distribution functions. To be of use, however, the formalism 
should either provide insight or convenient methods of calculation. In our next paper dealing with 
applications we hope to show that this particular formalism does both in that it has proven to be a tool 
of great effectiveness in many areas of physics. 
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The phase-space picture of quantum mechanics and some examples illustrating it are presented. 
Since the position and momentum are c numbers in this picture, it is possible to introduce the 
concept of phase space in quantum mechanics. The uncertainty relation is stated in terms of an 
area element in phase space, whos-e minimum size is Planck's constant. Area-preserving canonical 
transformations in phase space are therefore uncertainty-preserving transformations. The wave
packet spread, coherent-state representation, and squeezed states of light are discussed as 
illustrative examples. 

I. INTRODUCTION 

The present organization of the first-year graduate 
course in quantum mechanics is largely based on the Schrii
dinger picture and its applications to atomic and nuclear 
physics. The first widely accepted textbook on this subject 

was Schiff 's book entitled Quantum Mechanics, whose 
first edition was published in 1949. 1 There are now many 
excellent textbooks, but their basic organization is not sig
nificantly different from that of Schitrs first edition. These 
days, due to many new physical applications, we are led to 
consider adding to the physics curriculum representations 
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of quantum mechanics other than the Heisenberg or Schrii
dinger picture. 

The phase-space picture of quantum mechanics is a case 
in point. 2 •

3 Starting from the Shriidinger wavefunction, it is 
possible to construct a distribution function in phase space 
in terms of the c-number position and momentum vari
ables. Using this distribution function, we can perform ca
nonical transformations in quantum mechanics. The earli
est application of the phase-space distribution function was 
made in quantum corrections to thermodynamics in 1932. 4 

Now, this phase-space approach is an important scientific 
language for many branches of physics, and there are a 
number of review articles. 5-

7 

From the pedagogical point of view, the phase-space pic
ture of quantum mechanics is a useful tool for demonstrat
ing the transition from classical to quantum mechanics. In 
this picture, it is possible to perform canonical transforma
tions, just as in classical mechanics. 8•

9 Canonical transfor
mations in quantum mechanics lead to a more precise pic
ture of the uncertainty relation, particularly for the 
spreading wave packet. 10 It also allows us to define the 
uncertainty relation in a Lorentz-invariant manner. 11 

In addition, the phase-space picture of quantum me
chanics is a practical research tool in modern optics. Co
herent and squeezed states are of current interest, 12- 15 and 
they deserve to be included in the existing quantum me
chanics curriculum in their own right. The phase-space 
picture of quantum mechanics is the simplest language for 
these states. 16 

The group theory of linear canonical transformations in 
phase space is a very important theoretical tool in many 
branches ofphysics. 1

&-
21 In particular, the group of homo

geneous linear canonical transformations is locally isomor
phic to the (2 + 1 )-dimensional Lorentz group. 19 This al
lows us to study Lorentz transformations while performing 
canonical transformations in phase space that correspond 
to physical processes in optics laboratories. 16 

The purpose of this article is to present some of the fea
tures of the phase-space picture that can be easily accom
modated in the existing quantum mechanics curriculum. 
In Sec. II, we introduce the phase-space distribution func
tion and its general properties. In Secs. III and IV, we dis
cuss linear canonical transformations in classical mechan
ics and in the phase-space picture of quantum mechanics. 
In Sec. V, the wave-packet spread is shown to be an exam
ple of canonical transformations in phase space. In Sec. VI, 
coherent and squeezed states of light are introduced as 
minimum-uncertainty states. In Secs. VII and VIII, the 
coherent and squeezed states are discussed in terms of ca
nonical transformations. It is pointed out in Sec. IX that we 
can study the Lorentz kinematics of the Thomas precession 
in terms of canonical transformations of squeezed states. 

II. BASIC PROPERTIES OF THE PHASE-SPACE 
DISTRIBUTION FUNCTION 

If l/J(x,t) is a solution of the Schriidinger equation 

a 1 ( a )1 

i- if!(x,t) = - - - 1/J(x,t) + V(x)l/J(x), 
at 2m ax 

(1) 

we can construct a function of x, p, and t defined as4
-6 

W(x,p,t) = ~ J if!*(x + y,t)if!(x - y,t) e2
;py dy. (2) 
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The parameters x and pare c numbers. Therefore, this form 
is a distribution function defined over the two-dimensional 
phase space of x and p. We shall call this function the 
phase-space distribution function or PSD function. 

The PSD function is real, but not always positive. The 
PSD function is not a probability distribution function. 
Nevertheless, it is possible to derive from this function 
many useful relations in quantum mechanics. It is not un
like the case of the partition function in statistical mechan
ics. It is very difficult, if not impossible, to give a physical 
interpretation to the partition function, but it is possible to 
derive many useful physical quantities from it. 

We can derive from the PSD function the positive proba
bility distributions in the position and momentum coordi
nates4-6"22: 

p(x,t) = lifl(x,t) (2 = J W(x,p,t)dp, 

u(p,t) = lx(p,t) 1
2 = J W(x,p,t)dx, (3) 

417 

where X(P) is the momentum wavefunction. It is also pos
sible to compute the absolute square of the inner product of 
two wavefunctions. Let us next consider two wavefunc
tions 1/J(x,t) and </J(x,t). If W,µ (x,p,t) and W~ (x,p,t) are 
the PSD functions for 1/J(x) and </J(x), respectively, 
then4-6 "23 

f w,, (x,p,t) w~ (x,p,t)dx dp 

= (1/217) l{</J(x,t),l/J(x,!))12. (4) 
This expression is nonnegative, but can become zero if the 
two wavefunctions are orthogonal to each other, indicating 
that the PSD functions are not positive everywhere in 
phase space. For instance, the one-dimensional harmonic 
oscillator wavefunction takes the form 

i/!o(X) = (l/1T)1/4e-x'12, 

(5) 

for the ground and first-excited states, respectively. Then, 
the corresponding PSD functions are 

W0(x,p) = (l/1T)e- ex'+ p'>, 
W 1 (x,p) = (2/1T)(X2 + p 2 - pe- cx'+p'i. (6) 

These examples confirm the properties of the PSD function 
given in Eqs. (3) and (4). 

The time-dependent Schriidinger equation leads to the 
differential equation 4-6 

a 
-W(x,p,t) 
at 

-(~) ! W(x,p,t) 

00 

( I )2" 1 [ ( a )2" + t ] + n~O 2 (2n + !)! ax V(x) 

( 
a )2n +I 

x ap W(x,p,t), (7) 

where mis the mass of the particle, and V(x) is the poten
tial. If the particle is free, the above differential equation 
becomes 

a (P) a - W(x,p,t) = - - - W(x,p,t). 
at m ax 

(8) 
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In the case of the harmonic oscillator with V(x) = Kx2 /2, 
the differential equation becomes 

j_ W(x,p,t) = - (.!!__) _i_ W(x,p,t) 
at m ax 

a +Kx-W(x,p,t). 
ap 

(9) 

There are many other interesting properties of the PSD 
function, and they are extensively discussed in the litera
ture.4-11 In this article, we are interested only in the fact 
that canonical transformations are possible in quantum 
mechanics through the use of the PSD function. 

The probability density functions in Eq. ( 3) clearly indi
cate that x and p are the position and momentum variables 
in quantum mechanics. On the other hand, they are c 
numbers, allowing us to define a function over the phase 
space of x and p. Does this mean that we can determine the 
x and p variables simultaneously? The answer to this ques
tion is no. 

The uncertainty principle does not allow us to determine 
a point in phase space. However, it does not forbid the area 
element that satisfies (!:ix) ( !:ip);;. I. Since canonical trans
formations are area-preserving transformations, they pre
serve the uncertainty relation. Indeed, we may achieve a 
deeper understanding of the uncertainty principle through 
canonical transformations in phase space, which are possi
ble in the phase-space picture of quantum mechanics. 

III. LINEAR CANONICAL TRANSFORMATIONS 
IN CLASSICAL MECHANICS 

Classical mechanics can be formulated in terms of the 
position and momentum variables. If U and Vare two func
tions of x and p, then their Poisson bracket is defined as" 

[U,VL =au av _au av_ 
p ax ap ap ax 

Under the canonical transformation 

X=X(x,p), P=P(x,p), 

(10) 

(11) 

the Poisson bracket remains invariant. For one pair of ca
nonical variables, this leads to the condition that the Jaco
bian determinant be 1: 

ax aP 
ax ax 
ax aP = 1. 

(12) 

ap ap 
This means that the area element in phase space is pre
served under canonical transformations. 

S(t/J,17) = R(</J)S(17,0)R( -</J) 

We are interested in linear canonical transformations of 
the form 

X = 0 11 X + a,,p + b 1, 

p = 021X + 02,P + b2. (13) 

The parameters b1 and b2 are for translations, which are 
area-preserving canonical transformations. If we do not 
consider this transformation by setting b, = b2 = 0, the 
above equations represent homogeneous linear transfor
mations. The most familiar linear transformation is the ro
tation around the origin: 

(X\=(c~s(8/2) -sin(8/2)) (x). 04) 
p} sm(8/2) cos(8/2) p 

We use the angle 812 instead of e for later convenience. 
Another area-preserving linear transformation is the 
squeeze along the x axis: 

(
X\P = (exp(

0
17/2) O ) (x) (IS) 

p} exp( -17/2) p · 

We are now ready to formulate the group linear canoni
cal transformations in phase space. This group consists of 
translations, rotations, and squeezes in phase space. The 
coordinate transformation representing translations 

X=x+b,, P=p+b,, (16) 

can be written as 

(17) 

The matrix performing the rotation around the origin by 
() 12 takes the form 

(

cos(8/2) 

R(8) = sin(~/2) 

- sin(8/2) 
cos(8/2) 

0 

(18) 

It is p~ssible to define the fiolar variables rand <Pin phase 
space, with r = (x2 + p2

) 1 2 and¢= tan- 1 (pix). The x 
direction in this case is the ¢ = 0 direction. We can thus 
write S,( 17) = S( <P = 0, 17). Then, 

(
e~12 

S(0,17) = ~ 
0 

0 
e-11/2 (19) 

The elongation along the x axis is necessarily the contrac
tion along the p axis. The squeeze along the direction that 
makes an angle ¢/2 with the x axis is 

(

cosh(17/2) +(cos t/J)sinh(17/2) 

= (sin<jJ)sinh(17/2) 

0 

(sin ¢)sinh(71/2) 0) 
cosh( 7J/2) - (~os <P )sinh( 17/2) ~ . (20) 

Since a canonical transformation followed by another 
one is a canonical transformation, the most general form of 
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the transformation matrix is a product of the above three 
forms of matrices. We can simplify this mathematics by 
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using the generators of the transformation matrices. If we 
use T(b"b2 ) for the translation matrix given in Eq. ( 17), it 
can be 

T( u,v) = e - 1c•,N, + b,N.', 

where 

0 
0 
0 

i) (0 
~ , N1 = ~ 

0 
0 
0 

These generators commute with each other: 

(21) 

[N1,N2 ) = 0. (22) 

The rotation matrix is generated by 

( 
0 - i/2 0) 

L = i~2 ~ ~ , (23) 

and 

(24) 
These generators satisfy the following commutation rela
tions with N 1 and N2: 

[N1,L I= (i/2)N2, [N1,L I= ( - i/2JN1. (25) 

Indeed, L, N 1, and N2 satisfy the closed commutation rela
tions. They generate the two-dimensional Euclidean group 
consisting of rotations and translations in two-dimensional 
space. 2•.25 

The squeeze matrix of Eq. ( 19) can be written as 

S(0,71) = e-1~K,, 

where 

(

i/2 

K,= ~ 

0 

-i/2 
0 

In addition, if we introduce the matrix K 2 defined as 

(26) 

K2 = (i:2 i~
2 

~). (27) 

which generates the squeeze along the direction that makes 
a 45' angle with the x axis, then the matrices L, K,, and K2 
satisfy the following commutation relations: 

[K 1,K2] = - iL, [K1,L] = - iK2 , [K2,L] = iK,. 
(28) 

This set of commutation relations is identical to that for the 
generators of the (2 + !)-dimensional Lorentz 
group. 19

•
24

•
25 The group generated by the above three oper

ators is known also as the symplectic group Sp ( 2), 16-
21 and 

its connection with the Lorentz group has been extensively 
discussed in the literature. 

If we take into account the translation operators, the 
commutation relations become 

[K,,NiJ = (i/2)N1, [K1,N2 ] = ( - i/2)N2, 

[K2,Ni) = (i/2)N2, [K2,N2 ] = (i/2)N,. (29) 

These commutators together with those ofEq. (28) form 
the set of closed commutation relations (or Lie algebra) of 
the group of canonical transformations. This group is the 
inhomogeneous symplectic group in two-dimensional 
space which is often called ISp(2). 16

•
2
"·

2
'·

26 
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IV. LINEAR CANONICAL TRANSFORMATIONS 
IN QUANTUM MECHANICS 

Since the PSD function is real and defined over the phase 
space of x and p, we can perform area-preserving canonical 
transformations as in the case of classical mechanics. Let us 
consider first linear canonical transformations applicable 
to a function of x and p. This is then a matter of converting 
the matrix generators given in Sec. III, into differential 
forms. 

The generators of translations are 

N, = - i _j_' N2 = - i _j_ , ( 30) ax ap 
while rotations around the origin are generated by 

L=~(p!-x~)· (31) 

The squeezes along the x axis and along the direction that 
makes an angle of 45' are generated by 

i( a a) i( a a) 
K, = 2 x ax - p ap ' K 2 = 2 x ap + p ax ' 

(32) 

respectively. These operators satisfy the commutation rela
tions for the generators of the group of linear canonical 
transformations given in Sec. III. Therefore, we can contin
ue using the matrix formalism of classical mechanics in the 
phase-space picture of quantum mechanics. 

Next, let us see why canonical transformations are not 
discussed in the Schri:idinger picture of quantum mechan
ics. In the Schri:idinger picture, the wavefunction is a func
tion of x or p, but not both. On the other hand, the transfor
mations corresponding to those applicable to the PSD 
function are possible on the Schri:idinger wavefunction. In
deed, the following transformations on tfl(x,t), through the 
definition given in Eq. (2), lead to the transformations giv
en in Eqs. (30)-(32) 16

: 

A . a A N1 = -1-, N2 =x, ax 

L= ! [x2 -(!)l 
K, = - _.!_ (2x _j_ + 1) , 

4 ax 

(33) 

These operators are all Hermitian in the Schri:idinger pic
ture. Therefore, linear canonical transformations in phase 
space correspond to unitary transformations in the Schri:i
dinger picture of quantum mechanics. 

The question then is whether these operators satisfy the 
commutation relations for the generators of the group of 
linear canonical transformations. The answer to this ques
tion is no, but almost yes. They satisfy all the commutation 
relations except one. The operators N, and N2 do not 
commute with each other, while N, and N2 do: 

[N1,.N21 = - i, while [N1,N2 J = o. (34) 

This causes a factor of modulus unity when the translation 
alongp is commuted with the translation along the x direc
tion, and the group of linear canonical transformations in 
the Schri:idinger picture is not the same as that in classical 
mechanics. 

Let us next look at the subgroups. The group generated 
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by N, and Ni is the translation subgroup of the group of 
linear canonical transformations in phase space. Jhis is wi 
Abelian group. On the other hand, the operators N 1 and Ni 
do not form a closed Lie algebra. They have to be supple
mented by an identity operator to form a group. This is 
known as the Heisenberg group. This means that the Hei
senberg group is represented in phase space as the transla
tion group. The operators N,, N,, and L forin t~ t~o
dimtjllsional Euclidean group. On the other hand, N 1, N,. 
and L need the identity operator to form a group. 

The operatorsK,, Ki, and L generate the group of homo
geneous linear transformations. The col)._nterpaJ::_ts in the 
Schrodinger picture, unlike the case with N, and N,, satisfy 
the same set of commutation relations given in Eq. (28). 
Furthermore, the Lie algebra ofEq. ( 28) is identical to that 
of the (2 + I )-dimensional Lorentz group, where K 1 and 
Ki are the generators of boosts along the x and y directions, 
respectively, while L generates rotations around the z axis. 
This correspondence allows us to study the group of Lor
entz transformations using the phase-space picture of 
quantum mechanics. 

V. WAVE-PACKET SPREADS IN TERMS OF 
CANONICAL TRANSFORMATIONS 

Let us consider the wave-packet spread of a free particle 
with mass m. If the initial momentum distribution is of the 
form 

g(k) = (b!rr) 114e-•k'n, (35) 

at t = 0, the time-dependent Schrodinger wavefunction be
comes 

t/J(x,t) = (b/1r) 114 [1/(b+itlm)]' 1i 

(36) 

In order to obtain the PSD function, we solve the differ
ential equation for W(x,p,t) given in Eq. (28) for the free 
particle. The solution is 

p 

x 

1------ t>X ____ __, 

Fig. 1. Wave-packet spread in phase space. If the uncertainty is defined in 
terms of the volume of the error box, the spreading wave packet preserves 
the uncertainty. On the other hand, in the Schr&linger picture of quan
tum mechanics, ll.p remains constant, while ll.x increases as time pro
gresses. This is commonly known as the wave-packet spread. The phase
space picture gives a more precise description of the uncertainty relation 
for spreading wave packets. 
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W(x,p,t) = W(x - pt /m,p,0). (37) 

If the initial momentum distribution is Gaussian as is given 
in Eq. (35), 

W(x,p,t) = (1/rr)exp{- [ (x - pt /m)i/b +bpi]}. 
(38) 

This distribution is concentrated within the region where 
the exponent is less than I in magnitude. This is the region 
of uncertainty, which these days is called the error box. i 1 

We can choose the coordinate system in which b = 1. 
Then, the above PSD function is a circle at t = 0. As time 
progresses, the circle becomes a tilted ellipse while preserv
ing its area, 10

• 11 as is described in Fig. l. 
In the Schriidinger picture of quantum mechanics, as 

time progresses, the momentum distribution u(p,t) re
mains unchanged, while the spatial distribution p(x) be
comes widespread. This is called the wave-packet spread. 
On the other hand, in the phase-space picture of quantum 
mechanics, the uncertainty is defined in terms of the error 
box. The volume of the error box, which measures the un
certainty, remains constant. Thus we achieve a deeper un
derstanding of the wave-packet spread in the phase-space 
picture. 

The above-mentioned elliptic deformation is a canonical 
transformation. Indeed, the transformation matrix is 

(39) 

This transformation is generated by 

G= (~ ~)' (40) 

which leads to 

e-;u1mJG=(~ t~m). (41) 

The transformation property in phase space of this shear is 
illustrated in Fig. I. 

The question then is whether the above transformation 
can be derived from the generators of linear canonical 
transformations given in Sec. III. The simplest answer to 
this question is to note that the generator G can be written 
as G = Ki - L. It is also possible to prove this using explic
it matrices. With t Im = 2 [ sinh ( 17/2) ], the above matrix 
can be written as 

(~ 2[sinh(17/2) l) = (cos(a/2) - sin(a/2)) 
l sin(a/2) cos(a/2) 

(
cosh(17/2) sinh(17/2)) 

X sinh(17/2) cosh(17/2) 

(
cos(a/2) 

X sin(a/2) 
- sin(a/2)) 
cos(a/2) ' 

(42) 

where sin a = tanh ( 1712). On the right-hand side, each of 
the three matrices is a canonical transformation derivable 
from the generators given in Sec. III. Thus the left-hand 
side is a canonical transformation matrix. 

VI. MINIMUM-UNCERTAINTY STATES 

Because the variables x and pare c numbers, it is possible 
to perform even nonlinear canonical transformations in the 
phase-space picture of quantum mechanics. Let us consid-
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er the transformation from the Cartesian coordinate sys
tem of q and p into a polar coordinate system, as is indicat
ed in Fig. 2, and the canonical transformation 

n = !Cq2 + p2 - 1), </> = tan- 1(p/q), (43) 

with 

an a¢ 

aq aq 
= 1. (44) 

an a¢ 

ap ap 

This means that the uncertainty ( /:,.n) ( /:,.<f>) (Ref. 28) is 
equal to (/:,.q)(/:,.p). Thus, in order to study the minimum 
uncertainty in ¢ and n, it is sufficient to study the uncer
tainty for the q and p variables. 

In the real world, the relation ( 6.n) ( /:,.<f>) appears as the 
phase-intensity or phase-number uncertainty relation for 
nonlocalizable light waves. 12 Let us consider the coherent
state representation. If In) is then-photon state, the coher
ent state is defined as 12·13 

• a" la)= e-aa 12 I- In). 
n .J/if 

(45) 

If a and at are the annihilation and creation operators, re
spectively, with 

[a,at] = 1, (46) 

from this commutation relation, it is possible to define the 
number operator N = ata, where 

Nin)= nln). (47) 

The coherent state la) is not an eigensate of this number 
operator, but is an eigenstate of the annihilation operator, 
satisfying the eigenvalue equation 

ala)= ala). (48) 

The probability of the coherent state la) being in the n
photon state is (aa*)" /[n! exp(aa*) ], which means that 
the number of photons in the coherent state has a Poisson 
distribution. The expectation value of the number operator 
is 

p 

q 

Fig. 2. Polar coordinate system in phase space. Since both q and p are c 
numbers, it is possible to make the canonical transformation given in Eq. 
( 43). The minimum uncertainty inn and </J means the same uncertainty in 
q and p. The coherent or squeezed state is a minimum-uncertainty state. 
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(a!N la)= aa*. (49) 
In order to see the uncertainty relation associated with 

the photon number, we note that each number state can be 
represented by a harmonic oscillator wavefunction: 

(aln) = [ 1/({7T2"n!)] " 2Hn (q)exp( - q2/2), (50) 

where the variable q is not the x variable for spatial dis
placement. This variable, together with its conjugate p, is 
related to the photon number n through the canonical 
transformation of Eq. ( 43). If we write a and at as 

a=(~)(q+ ~)· at=(~)(q- :q)' (51) 

then Eq. ( 48) is a first-order differential equation in q, and 
its normalized solution is 12 

(qla) = (l/1r)1/•e-llm<a>l'e-<q-/2a>'12. (52) 

The parameter a is a complex number that can be repre
sented in the two-dimensional complex plane. This wave
function of the Gaussian form gives the minimum-uncer
tainty product. 1·12 

It is possible to change the width of the above Gaussian 
form without changing the minimality in uncertainty. 14

•
15 

While it is posible to write the coherent-state representa
tion ofEq. (45) as 

la) = exp(aat - a*a) IO), 

we can consider the state 

15,a) = S(t°) la), 

with 

Sctl = exp{!(5Catat) - 5 *(aa) ]}. 

If 5 is a real number 17, S(s) can be written as 

(53) 

(54) 

S(5)=exp[-(i)(f+q ~)]· (55) 

The generator of the above form is K1 ofEq. (33) with x 
replaced by q. This operator expands the width of the 
Gaussian wavefunction ofEq. (52) by e~12 • Consequently, 
the width of the momentum distribution is contracted by 
e - ~12 . This is an operation of squeeze. What happens if 5 
becomes complex? This question can most conveniently be 
answered in the phase-space picture of quantum mechan
ics, as we shall see in the following sections. 

VII. CANONICAL TRANSFORMATIONS OF 
COHERENT STATES 

It is straightforward to evaluate the PSD function for the 
coherent state given in Eq. (52). The result is5

-
7

•
11

•
12 

W(q,p) = (lhr)exp[ - (q - a) 2 
- (p - b) 2), (56) 

where a= ,/2 Re(a) and b = ,/2 lm(a). This function is 
concentrated within a circular region described by the 
equation 

(q - a) 2 + (p - b) 2 = 1. (57) 

If a = 0, then both a and b vanish, and the above circle is 
centered around the origin: 

q2+p2=1. (58) 
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This is the vacuum or zero-photon state. We can obtain the 
circle ofEq .. (57) by translating the above circle to (a,b). 
This translation is a canonical transformation. 

Ifwe multiply a by e'812
, the circle ofEq. (57) becomes 

rotated around the origin, and the resulting equation is 

(q-a') 2 + (p-b') 2 = 1, (59) 

where 

(a')= (cos(B /2) 
b' sin(B/2) 

-sin(B/2)) (a) 
cos(B/2) b · 

The group of transformations consisting of rotations and 
translations in the two-dimensional space is called the two
dimensional Euclidean group. 24

•
25 The above rotation pre

ceded by the translation to (a,b) from the origin is repre
sented by 

(

cos(B/2) 
sin(B /2) 

0 

-sin(B/2) 
cos(B /2) 

0 

0 

0 (60) 

0 

applicable to the column vector (x,p, 1), as was discussed in 
Sec. III. The above form can also be written as 

0 a') (cos(B/2) 
b' sin(B/2) 
I 0 0 

- sin(B /2) 0) 
cos(B /2) 0 , 

0 I 
(61) 

where a' and b' are given in Eq. ( 59). However, the circle 
centered at the origin is invariant under rotations. There
fore, the net effect is the translation 

0 
l 
0 

(62) 

Indeed, every coherent state is a translation of the vacuum 
state. 

This two-dimensional Euclidean group is isomorphic to 
the internal space-time symmetry group of massless parti
cles and has been discussed extensively in the litera
ture. 24

•
25

•
29 It is interesting to note that we can study this 

group in terms of canonical transformations of coherent 
states of light. 

VIII. SQUEEZED STATES 

Squeezed states of light are of current interest. 14
•
15

•30 

They are often called generalized coherent states and are, 
like coherent states, represented by infinite series. 26 On the 
other hand, as is seen in Sec. VII, the coherent state takes 
an unusually simple form in the phase-space picture of 
quantum mechanics. We shall therefore continue using this 
representation for squeezed states. 

In Sec. VII, the coherent state has a Gaussian distribu
tion in phase space that can be described by a circle. The 
squeezed state also has a Gaussian distribution in phase 
space. Unlike the case of coherent states, the distribution 
for a squeezed state is elliptic. The circle in phase space for 
the coherent state is linearly deformed in such a manner 
that the area is preserved. 

The squeeze along the q direction means that q and pare 
replaced by (e- "12 )q and (e"12 )p, respectively, in the 
equation for a circle. The result is that the circle in Eq. ( 57) 
becomes an ellipse specified by 

(63) 
This is a canonical transformation. The squeeze can also be 
made along an arbitrary direction. The squeeze along the 
r/>12 direction is given in the matrix form in Eq. (20). 

Ifwe perform the rotation R ( B) on the circle ofEq. ( 58) 
centered around the origin, it remains invariant. If the 
same rotation is applied to the circle ofEq. (57), which is 
not centered around the origin, its effect is 

(q - a')2 + (p - b ')2 = 1, (64) 

where 

(a')= (cos(B /2) 
b' sin(O /2) 

- sin(B /2)) (a) 
cos(0/2) b · 

As was noted in Sec. III, if there are no translations, we can 
represent the transformations using 2 X 2 matrices. 

Under the squeeze S(B,..1.), the circle of Eq. (57) be
comes a tilted ellipse 16

•
31

: 

r' [ (q- a")cos(B /2) + (p- b ")sin(B /2) ]2 

+e'[(q-a")sin(B/2) - (p-b")cos(B/2)]2= 1, 
(65) 

with 

(a")= (cosh(..1. /2) + (cos B)sinh(..1. /2) 
b" (sin B)sinh(..1. /2) 

(sin B)sinh(..1. /2) ) (a) 
cosh(..1. /2) - (cos B)sinh(..1. /2) b · 

This is of course an area-preserving transformation. 
Let us next consider repeated squeezes. Ifwe apply S(B,..1.) after S(0,17) on the circle centered around the origin with 

a= b = 0, the net effect is another tilted ellipse which can be obtained from the operation of S(r/>,s) on the circle, with 

cash 5 = (cash 17)cosh ..1. + (sinh 17) (sinh ..1.)cos B, 

tan r/> = (sin B) [sinh ..1. + (tanh 17) (cash ..1. - ])cos B) 
(sinh ..1.)cos B + (tanh 17) [ 1 + (cash ..1. - 1) (cos 8) 2

) 

(66) 

This means that the resulting ellipse is that of Eq. ( 65), 
where Band ..1. are replaced by r/> and 5, respectively, with 
a" = b " = 0. Thus we are tempted to conclude 
thatS(B,..1.)S(0,17) =S(rp,5), which leads to 
[S(r/>,5l 1- 1s(B,..1.) S(0,17) = 2X 2 identity matrix. This is 
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not correct! The matrix multiplication of the left-hand side 
gives 

[S(rf>,S))-'S(B,..1.)S(0,17) =R(!l), (67) 

where 
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tan fl= (sin 8)[tanh(A./2)][tanh(77/2)] 
2 1+[tanh(A./2)][tanh(77/2)](cos8) 

Since the circle centered at the origin is invariant under 
rotations, the effect of R ( n) is the same as the identity 
transformation. 

Indeed, if we apply the above three successive squeezes 
on the circle of Eq. ( 57) not centered at the origin, the net 
effect is 

(q-f) 2 +(p-g) 2 =1, (68) 

where 

{f\ = (cos(!l/2) - sin(!l/2)) (ab). 
\g} sin(!l/2) cos(!l/2) 

This is clearly a rotation. 32 

Since the group of canonical transformation discussed in 
this section is locally isomorphic to the ( 2 + 1 )-dimen
sional Lorentz group, it is possible to study rotations asso
ciated with successive Lorentz boosts, including the Thom
as precession.31

•
33 We shall illustrate this in terms of a 

simple Lorentz kinematics in Sec. IX. 

IX. KINEMATICS OF THE THOMAS 
PRECESSION 

As was noted in Secs. III and IV, the generators of ho
mogeneous canonical transformations, which can be repre-

423 

sented by 2 X 2 matrices, satisfy the same set of commuta
tion relations as that for the ( 2 + 1 )-dimensional Lorentz 
group applicable to the space of (x,y,t). Therefore, it is 
possible to carry out calculations of Lorentz transforma
tions using the 2X 2 matrix representation ofSp(2). 19

•
34 In 

fact, a detailed calculation of the Thomas rotation angle 
has been carried out within the framework of this 2 X2 
representation. 31 In this section, we shall discuss a simpler 
Lorentz kinematics that contains all the essential features 
of the Thomas precession. 35 

The ( 2 + 1 )-dimensional Lorentz group consists of 
boosts along the x and y directions and rotations around 
the z axis. Indeed, the 2 X 2 rotation matrix R ( 8) of Eq. 
(14) corresponds to the rotation matrix applicable to 
(x,y,t): 

(

cos 8 

R(O)= si~O 

-sin 8 
cos 8 

0 

(69) 

and there is a correspondence between the squeeze matrix 
S(A.,8) of Eq. (20) and the boost matrix applicable to 
(x,y,t): 

(

1 + (cosh A - 1 )cos2 <P 

S(</J,A) = !(1-coshA.)sin(2</J) 
(sinh A )sin <P 

!Cl - cosh A.)sin(2</J) 
1 + ( cosh A - l)sin2 <P 

(sinh A.)cos <P 

( sinh A) cos <P) 

(sinh A.)sin <P . 

coshA. 
(70) 

If <P = 0, the above matrix becomes a boost matrix along thex direction. If <P = 1T/2, this matrix represents a boost along the 
y axis. It is indeed possible to establish the relation given in Eq. ( 67) using this matrix representation. This correspondence 
allows us to study Lorentz transformations using squeezed light. 16

•
3

'·
35 

As an illustrative example, let us consider the following Lorentz transformations on a particle at rest with the four
momentum ( 0,0,m). We are interested in transforming this particle to a state with the momentum along the direction that 
makes a 45° angle with thex axis. First, we boost along the x direction with Sx (77) = S(0,77). The resulting four-momen
tum will be m(sinh 77,0,cosh 77). We then boost this four-momentum along they direction with SY (A) = S( 1T/2,A). Then, 
the four-momentum becomes m[sinh 77,(sinh A.)cosh 77,(cosh A)sinh 77]. In order that this momentum have the same x 
and y components, A arid 77 should satisfy the relation: 

sinh A = tanh 77. 

The resulting transformation matrix is 

SY (A)Sx (77) = (tanh 77)sinh 77 Jcosh 277/cosh 77 
( 

cosh 77 0 

( tanh 77 ) ~co sh 2 77 tanh 77 

We can reverse the order to get the same result on the mo
mentum by performing the transformation Sx (A)Sy (77) 
on the particle at rest. However, are the transformation 
matrices identical to each other? The answer to this ques
tion is no: 
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(71) 

sinh 77 ) 
sinh 77 . 

Jcosh 277 

(72) 

(73) 

with 

sin n = (tanh 77) 2
• 

Y. S. Kim and E. P. Wigner 446 



424 

It would be very difficult, if not impossible, to carry out 
this experiment in special relativity. On the other hand, this 
experiment is possible in optics laboratories. For squeezed 
states, we can use the following 2 X 2 matrices for Sx ( 71) 
and Sy (A): 

(

e1112 

Sx(71) = O 

S A = (cosh(-1 /2) 
Y ( ) sinh(-1 /2) 

sinh(-1 /2)) 
cosh(-1 /2) · 

Thus Sy (A )Sx ( 71) should be 

Sy(-1)Sx(71) 

= (e"12 cosh(-1 /2) 
e"12 sinh(-1 /2) 

e- "12 sinh(-1 /2)). 
e- ' 12 cosh(-1 /2) 

Then these matrices satisfy Eq. (73) with 

R(O,) = (cos(0/2) 
sin(0/2) 

- sin(0/2)). 
cos(0/2) 

(74) 

(75) 

(76) 

Each of these 2 X 2 matrices represents a concrete mea
surable operation in modern optics laboratories. To a co
herent state with a= (a+ ib)!,fi., we can apply two re
peated squeezes, namely, Sy (A)Sx (71) and Sx (A)Sy (71). 
The difference between these two operations is the rotation 
R ( n), which represents a phase change in a according to 
Eq. ( 56). In principle, this angle can be measured in optics 
laboratories. If the present pace of development continues 
in optical technology, 30

•
36 it may be possible in the near 

future to include this or a similar experiment37 in an ad
vanced laboratory course in the physics curriculum. 
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FEYNMAN ON THE MYSTERY OF QUANTUM MECHANICS 

448 

The question is, how does [the two-slit experiment] really work? What machinery is actually 
producing this thing? Nobody knows any machinery. Nobody can give you a deeper explanation 
than I have given ... They can give you a wider explanation, in the sense that they can do more 
examples to show how it is impossible to tell which hole the electron goes through and not at the 
same time destroy the interference pattern ... But that is just repeating the same thing to drive it in, 
It is not any deeper; it is only wider. The mathematics can be made more precise; you can mention 
that they are complex numbers instead of real numbers, and a couple of other minor points which 
have nothing to do with the main idea. But the deep mystery is what I have described, and no one 
can go any deeper today. 

Richard P. Feynman, The Character of Physical Law (MIT, Cambridge, 1967). 
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Negative probability 
Richard P. Feynman California Institute of Technology 

Some twenty years ago one problem we theoretical physicists had was 
that if we combined the principles of quantum mechanics and those 
of relativity plus certain tacit assumptions, we seemed only able to 
produce theories (the quantum field theories) which gave infinity for 
the answer to certain questions. These infinities are kept in abeyance 
(and now possibly eliminated altogether) by the awkward process of 
renormalization. In an attempt to understand all this better, and 
perhaps to make a theory which would give only finite answers from 
the start, I looked into the 'tacit assumptions' to see if they could be 
altered. 

One of the assumptions was that the probability for an event must 
always be a positive number. Trying to think of negative probabilities 
gave me a cultural shock at first, but when I finally got easy with the 
concept I wrote myself a note so I wouldn't forget my thoughts. r 
think that Prof. Bohm has just the combination of imagination and 
boldness to find them interesting and amusing. I am delighted to have 
this opportunity to publish them in such an appropriate place. f have 
taken the opportunity to add some further, more recent, thoughts 
about applications to two-state systems. 

Unfortunately I never did find out how to use the freedom of 
allowing probabilities to be negative to solve the original problem of 
infinities in quantum field theory! 

It is usual to suppose that, since the probabilities of events must be 
positive, a theory which gives negative numbers for such quantities 
must be absurd. I should show here how negative probabilities might 
be interpreted. A negative number, say of apples, seems like an absurd
ity. A man starting a day with five apples who gives away ten and is 
given eight during the day has three left. I can calculate this in two 
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steps: 5 - l 0 = - 5; and -5 + 8 = 3. The final answer is satisfac
torily positive and correct, although in the intermediate steps of 
calculation negative numbers appear. In the real situation there must 
be special limitations of the time in which the various apples are 
received and given since he never really has a negative number, yet 
the use of negative numbers as an abstract calculation permits us 
freedom to do our mathematical calculations in any order, simplifying 
the analysis enormously and permitting us to disregard inessential 
details. The idea of negative numbers is an exceedingly fruitful math
ematical invention. Today a person who balks at making a calcu
lation in this way is considered backward or ignorant, or to have 
some kind of mental block. It is the purpose of this paper to point 
out that we have a similar strong block against negative probabilities. 
By discussing a number of examples, I hope to show that they are 
entirely rational of course, and that their use simplifies calculations 
and thought in a number of applications in physics. 

First let us consider a simple probability problem, and how we 
usuaJly calculate things, and then see what would happen if we alJowed 
some of our normal probabilities in the calculations to be negative. 
Let us imagine a roulette wheel with, for simplicity, just three 
numbers: 1, 2, 3. Suppose, however, the operator, by control of a 
switch under the table, can put the wheel into one of two conditions, 
A, B, in each of which the probability of 1, 2, 3 are different. If the 
wheel is in condition A, the probabilities of 1, PiA = 0.3 say, of 2 is 
P2 A = 0.6, of 3 is p 3 A = 0.1. But if the wheel is in condition B, these 
probabilities are Pie = 0.1, Pie = 0.4, p 3e = 0.5, say, as in Table 13.1. 

Table 13.1 Probability table for roulette wheel with tl-}'O conditions 

Condition A Condition B 

1 0.3 0.1 
2 0.6 0.4 
3 0.1 0.5 

We use the table in this way: suppose the operator puts the wheel 
into condition A 7 /10 of the time and into B the other 3/10 of the time at 
random (that is, the probability of condition A, PA = 0.7, and of B, 
P8 = 0.3.), then the probability of getting 1 is Prob. 1 = 0. 7 (0.3) + 0.3 
(0.1) = 0.24, etc. In general, of course, if IX are conditions and Pia. is a 
conditional probability (the probability of getting the result i if the 
condition IX holds), we have (P;11. = Prob (if IX then i)): 

[1] 
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where P11. are the probabilities that the conditions tX obtain, and P; is 
the consequent probability of the result i. Since some result must occur 
in any condition, we have: 

LPi11. = 1 
i [2] 

where the sum is that over all possible independent results i. If the 
system is surely in some one of the conditions, so if: 

then: 

[3] 

meaning we surely have some result, in virtue of [2]. 
Now, however, suppose that some of the conditional probabilities 

are negative; suppose the table reads so that, as we shall say, if the 
system is in condition B the probability of getting 1 is -0.4 (see Table 
13.2). This sounds absurd, but we must say it this way if we wish that 
our way of thought and language be precisely the same whether the 
actual quantities Pi11. in our calculations are positive or negative. That 
is the essence of the mathematical use of negative numbers - to permit 
an efficiency in reasoning so that various cases can be considered to
gether by the same line of reasoning, being assured that intermediary 
steps which are not readily interpreted (like - 5 apples) will not lead 
to absurd results. Let us see what p 18 = -0.4 'means' by seeing how 
we calculate with it. 

Table 13.2 Probability table with negative probability 

Condition A Condition B 

1 0.3 -0.4 
2 0.6 1.2 
3 0.1 0.2 

We have arranged the numbers in the table so that 
p 18 + p 2B + p 38 = 1, in accordance with equation [2]. For example, 
if the condition A has probability 0.7 and B has probability 0.3, we 
have for the probability of result 1: 

p 1 = 0.7 (0.3) + 0.3 ( -0.4) = 0.09 

which would be all right. We have also allowed p28 to exceed unity. A 
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probability greater than unity presents no problem different from that 
of negative probabilities, for it represents a negative probability that 
the event will not occur. 

Thus the probability of result 2 is, in the same way: 

p2 = 0.7 (0.6) + 0.3 (1.2) = 0.78 

Finally, the probability of result 3 presents no problem for: 

p3 = 0.7 (0.1) + 0.3 (0.2) = 0.13 

The sum of these is 1.00 as required, and they are all positive and can 
have their usual interpretation. 

The obvious question is what happens if the probability of being in 
condition B is larger; for example, if condition B has probability 0.6, 
the probability of result 1 is negative 0.4 (0.3) + 0.6 ( -0.4) = -0.12. 
But suppose nature is so constructed that you can never be sure the 
system is in condition B. Suppose there must always be a limit of a 
kind to the knowledge of the situation that you can attain. And such 
is the limitation that you can never know for sure that condition B 
occurs. You can only know that it may occur with a limited probab
ility (in this case less than 3/7, say). Then no contradiction will occur, 
in the sense that a result 1 or 2 or 3 will have a negative probability 
of occurrence. 

Another possibility of interpretation is that results 1, 2, 3 are not 
directly observable but one can only verify by a final observation that 
the result had been I, 2 or 3 with certain probabilities. For example, 
suppose the truly physically verifiable observations can only distin
guish two classes of final events. Either the result was 3 or else it was 
in the class of being either 1 or 2. This class has the probability 
p 1 + p 2 , which is always positive for any positive P A,P8 . This case 
corresponds to the situation that 1, 2, 3 are not the finally observed 
results, but only intermediaries in a calculation. 

Notice that the probabilities of conditions A and B might them
selves be negative (for example, PA = 1.3, P8 = -0.3) while the 
probabilities of the results 1, 2, 3 still remain positive. 

It is not my intention here to contend that the final probability of a 
verifiable physical event can be negative. On the other hand, condi
tional probabilities and probabilities of imagined intermediary states 
may be negative in a calculation of probabilities of physical events or 
states. 

If a physical theory for calculating probabilities yields a negative 
probability for a given situation under certain assumed conditions, we 
need not conclude the theory is incorrect. Two other possibilities of 
interpretation exist. One is that the conditions (for example, initial 
conditions) may not be capable of being realized in the physical world. 
The other possibility is that the situation for which the probability 
appears to be negative is not one that can be verified directly. A 

429 



430 

Negative probability 239 

combination of these two, limitation of verifiability and freedom in 
initial conditions, may also be a solution to the apparent difficulty. 

The rest of this paper illustrates these points with a number of 
examples drawn from physics which are less artificial than our roulette 
wheel. 

Since the result must ultimately have a positive probability, the 
question may be asked: Why not rearrange the calculation so that the 
probabilities are positive in all the intermediate states? The same 
question might be asked of an accountant who subtracts the total 
disbursements before adding the total receipts. He stands a chance of 
going through an intermediary negative sum. Why not rearrange the 
calculation? Why bother? There is nothing mathematically wrong with 
this method of calculating and it frees the mind to think clearly and 
simply in a situation otherwise quite complicated. An analysis in terms 
of various states or conditions may simplify a calculation at the ex
pense of requiring negative probabilities for these states. It is not really 
much expense. 

Our first physical example is one in which one usually uses negative 
probabilities without noticing it. It is not a very profound example 
and is practically the same in content as our previous example. A 
particle diffusing in one dimension in a rod has a probability of being 
at x at time t of P(x,t) satisfying oP(x,t)/ot = - c 2 P(x,t)/cx2

. Suppose 
at x = 0 and x = n the rod has absorbers at both ends so that 
P(x,t) = 0 there. Let the probability of being at x at t = 0 be given as 
P(x,O) = f(x). What is P(x,t) thereafter? It is: 

C() 

P(x,t) = I Pn sin nx exp( - n2 t) [4] 
n=l 

where Pn is given by: 
C() 

f(x) = I Pn sin nx [5] 
n=l 

or: 

Pn = ~ f f(x) sin nx dx [6] 

The easiest way of analyzing this (and the way used if P(x,t) is a 
temperature, for example) is to say that there are certain distributions 
that behave in an especially simple way. If f(x) starts as sin nx it will 
remain that shape, simply decreasing with time as e - n't. Any dis
tributionf(x) can be thought of as a superposition of such sine waves. 
But f(x) cannot be sin nx if f(x) is a probability and probabilities 
must always be positive. Yet the analysis is so simple this way that no 
one has really objected for long. 

To make the relation to our previous analysis more clear, the 
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various conditions a are the conditions n (that is, the index a is 
replaced by n). The a priori probabilities are the numbers Pn· The 
conditions i are the positions x (the index i is replaced by x) and the 
conditional probabilities (these do not satisfy equation [2], for we 
have particles 'lost' off the end of the rod, and the state of being off 
the rod is not included among the possibilities i) (if n then x at time t) 
are: 

-nit · 
Pia~ Px.n = e sm nx 

Equation [4] is then precisely equation [1], for the probabilities Pi of 
having result n is now what we call P(x,t). Thus equation [ 4] is easily 
interpreted as saying that if the system is in condition n, the chance of 
finding it at x is exp ( -n2 t) sin nx, and the chance of finding it in 
condition n is Pn· 

No objection should be made to the negative values of these pro
babilities. However, a natural question is: What are the restrictions 
which ensure that the final probability for the event (finding a particle 
at x at time t) are always positive? In this case they are simple. It is 
that the a priori probabilities, although possibly negative, are restricted 
by certain conditions. The condition is that they must be such that 
they could come from the Fourier analysis of an everywhere positive 
function. This condition is independent of what value of x one wishes 
to observe at time t. 

In this example, the restrictions to ensure positive probabilities can 
be stated once and for all in a form that does not depend on which 
state we measure. They are all positive simultaneously. 

Another possibility presents itself. It can best be understood by 
returning to our roulette example. It may be that the restrictions on 
the conditions A, B which yield a positive probability may depend on 
what question you ask. In an extreme example, there may be no choice 
for the Pa that simultaneously make all Pi positive at once. Thus, 
although certain restrictions may make probability of result 1 positive, 
result 3 under these circumstances would have a negative probability. 
Likewise, conditions ensuring that p 3 is positive might leave p 1 or p 2 

negative. In such a physical world, you would have such statements 
as: 'If you measure 1 you cannot be sure to more than a certa~n degree 
that the condition is A; on the other hand it will be all right to think 
that it is certainly in condition A, provided you are only going to ask 
for the chance that the result is 3.' For such a circumstance to be a 
viable theory, there would have to be certain limitations on veri
fication experiments. Any method to determine that the result was 3 
would automatically exclude that at the same time you could deter
mine whether the result was 1. This is reminiscent of the situation in 
quantum mechanics in relation to the uncertainty principle. A particle 
can have definite momentum, or a definite position in the sense that 
an experiment may be devised to measure either one. But no ex
periment can be devised to decide what the momentum is, to error of 
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order l:!..p, which at the same time can determine that the position x is 
within Ax unless Ax > h/Ap. 

It is possible, therefore, that a closer study of the relation of classical 
and quantum theory might involve us in negative probabilities, and so 
it does. In classical theory, we may have a distribution function F(x,p) 
which gives the probability that a particle has a position x and a 
momentum p in dx and dp (we take a simple particle moving in one 
dimension for simplicity to illustrate the ideas). As Wigner has shown, 
the nearest thing to this in quantum mechanics is a function (the 
density matrix in a certain representation) which for a particle in a 
state with wave function l/f(x) is: 

F(x,p) = f l/l*(x - y/2) exp(-ipy)l/f(x + y/2)dy [7] 

(If the state is statistically uncertain we simply average F for the vari
ous possible wave functions with their probabilities.) 

In common with the classical expression, we have these properties. 
1 F(x,p) is real. 
2 Its integral with respect top gives the probability that the particle 

is at x: 

JF(x,p)dp/(2n) = t/l*(x)tjl(x) [8] 

3 Its integral with respect to x gives the probability that the 
momentum is p: 

JF(x,p)dx = <p*(p)<p(p) [9] 

where <p(p) is the usual Fourier transform of l/f(x). 
<p(p) = Je-ipxifl(x)dx. 
The average value of a physical quantity Mis given by: 

<M> = JwM(x,p)F(x,p)dxdp [10] 

where wM is a weight function depending upon the character of 
the physical quantity. 

The only property it does not share is that in the classical theory 
F(x,p) is positive everywhere, for in quantum theory it may have 
negative values for some regions of x,p. That we still have a viable 
physical theory is ensured by the uncertainty principle that no 
measurement can be made of momentum and position simultaneously 
beyond a certain accuracy. 

The restriction this time which ensures positive probabilities is that 
the weight functions wM(x,p) are restricted to a certain class - namely, 
those that belong to hermitian operators. Mathematically, a positive 
probability will result if w is of the form: 

w(x,p) = JX(x - Y/2)e+iPYX*(x + Y/2)dY [11] 

where Xis any function and X* is its complex conjugate. Generally, if 
w(x,p) is the weight for the question 'What is the probability that the 
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physical quantity M has numerical value m?', w must be of the form 
equation [11] or the sum of such forms with positive weights. With 
this limitation, final probabilities are positive. 

To make the analogy closer to those previously used, we can take 
two systems a, b, in interaction, such that measurements on b can 
provide predictions of probabilities for a. Thus, using the one
dimensional case again, we have a two-point correlation function 
F(xa,Pa; xb,Pb) defined via an obvious generalization of equation [7] to 
two variables. This corresponds to the conditional probability Pia· 
Then if a quantity M is measured in b, the a priori probabilities for 
various x&,Pb are given by an appropriate wM(xb,pb) (the analogue of 
Pa in equation [1]). The probability that system 'a' has position and 
momentum Xa,Pu is (the analogue of Pi), then: 

P(xa,Pa) = JF(xa,Pa; Xb,P&)wM(xb,pb)dxbdPb 

the analogue of equation [1]. As an example, we may take the strong 
correlation possible arising from the two-particle wave function 
b(xa - xb) which is: 

F(xa,Pa; Xb,Pf,) = b(Pa + Pb)b(Xa - xb) 

which means that the particles a, b, have the same position and oppo
site momenta so that a measurement of b's position would permit a 
determination of a's and a measurement of b's momentum would deter
mine a's (to be the opposite). This particular Fis entirely positive and 
classical in its behaviour, so that letting wM(xb,Pb) be b(xa - b) x 
O(Pa - Q) would not lead to negative probabilities directly, for equa
tion [1] gives P(xa,Pa) = b(xa - b)b(Pa + Q) in this case, but further 
use of such a P in subsequent interactions has the danger of pro
ducing negative probabilities. We have become quite used to the rules 
of thought and limitations of an experiment, which ensures that they 
never arise in quantum mechanics. 

It is not our intention to cJaim that quantum mechanics is best 
understood by going back to classical mechanical concepts and 
allowing negative probabilities (for the equations for the development 
of Fin time are more complicated and inconvenient than those of t/J). 
(The classical equations for F for a particle moving in a potential are: 

iJF(x,p,t)/iJt = - p/m. iJF/iJx + V'(x)iJF/iJp 

while the quantum equations are: 

iJF(x,t)/ot = -p/m. iJF/8x + JG(x,Q)F(x,p + Q)dQ 

so instead of the momentum changing infinitesimally during an in
finitesimal time, M, it may jump by an amount Q with probability 
when it is at x: 

L\tG(x,Q) = L\t. 2 Im JeiQ.YV(x + Y/2)d Y 
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which is a reaL but possibly negative probability.) Rather we should 
like to emphasize the idea that negative probabilities in a physical 
theory does not exclude that theory, providing special conditions are 
put on what is known or verified. But how are we to find and state 
these special conditions if we have a new theory of this kind? It is that 
a situation for which a negative probability is calculated is impossible, 
not in the sense that the chance for it happening is zero, but rather in 
the sense that the assumed conditions of preparation or verification 
are experimentally unattainable. 

We may give one more example. In the quantum theory of elec
trodynamics, the free photon moving in the z direction is supposed to 
have only two directions of polarization transverse to its motion x,y. 
When this field is quantized, an additional interaction, the instan
taneous Coulomb interaction, must be added to the virtual transverse 
photon exchange to produce the usual simple: 

[12] 

virtual interaction between two currents, j and j'. It is obviously rela
tivistically invariant with the usual symmetry of the space jx.Jrj= and 
time j, components of the current (in units where the velocity of light 
is c = I). The original starting Hamiltonian with only transverse 
components does not look invariant. Innumerable papers have dis
cussed this point from various points of view but perhaps the simplest 
is this. Let the photon have four directions of polarization of a vector 
x,y,::,t, no matter which way it is going. Couple the time component 
with ie instead of e so that the virtual contribution for it will be 
negative, as required by relativity in equation (12]. For real photons, 
then, the probability of a t-photon emission is negative, proportional 
to - l<flirli)l 2 the square of the matrix element of j 1 between initial 
and final states, just as the probability to emit an x photon is 
+ l<flixli)l2 . The total probability of emitting any sort of photon is the 
algebraic sum of the probabilities for the four possibilities: 

(13] 

It is always positive, for by the conservation of current there is a 
relation of j, and the space components of j, kµ)µ = 0 if kµ is the four
vector of the photon. For example, if k is in the z direction, kz = w, 
and kx = k,. = 0 soj1 =j= and we see equation [13] is equal to the 
usual result where we add only the transverse emissions. The prob
ability to emit a photon of definite polarization eµ is (assume eµ is not 
a null vector): 

- l(fl.iµeµli)l 2 /(eµe µ) 

This has the danger of producing negative probabilities. The rule to 
avoid them is that only photons whose polarization vector satisfies 
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kµeµ = 0 and eµeµ = -1 can be observed asymptotically in the final 
or initial states. But this restriction is not to be applied to virtual 
photons, intermediary negative probabilities are not to be avoided. 
Only in this way is the Coulomb interaction truly understandable as 
the interchange of virtual photons, photons with time-like polarization 
which are radiated as real photons with a negative probability. 

This example illustrates a small point. If one t photon is emitted 
with a negative probability -cx(ix > 0), and another t photon is 
emitted say independently with probability - {3({3 > 0), the chance of 
emitting both is positive (-ix)( - /3) = ix/3 > 0. Should we not expect 
then to see physical emission of two such photons? Yes, but (if these 
photons are moving in the z direction) there is a probability to emit z 
photons ix and fJ also, and there are four emission states: two t photons 
with probability + ix/3; two z photons with probability + ix{J; the first z 
and second t probability (+ix)( - fJ) = - ix/3 and the first t second z 
with probabilities -ix{J so again, for total emission rate only the 
transverse photons contribute. 

Although it is true that a negative probability for some situations 
in a theory means that that situation is unattainable or unverifiable, 
the contrary is not true; namely, a positive probability for a situation 
does not mean that that situation is directly verifiable. We have no 
technique for detecting t photons which is not similarly sensitive to z 
photons, so that we can only always respond to a combination of 
them. Likewise, no direct test can be made that the two t photons are 
indeed present without including the additional probabilities of having 
z photons. The fact for example, that F(x,p) is everywhere positive: 

(exp(_ p
2 /m 

2
:wmw2x)) 

for the ground state of an oscillator does not mean that for that state 
we can indeed measure both x and p simultaneously. 

As another example we will give an analogue of the Wigner function 
for a spin half system, or other two-state system. Just as the Wigner 
function is a function of x and p, twice as many variables as in the 
wave function, here we will give a 'probability' for two conditions 
at once. We choose spin along the z-axis and spin along the x-axis. 
Thus let f + + represent the 'probability' that our system has spin up 
along the z-axis and up along the x-axis simultaneously. We shall 
define the quantity f + + for a pure state to be the expectation of 
f(l + (I z + (I,, + (I y), where <r ,,,(I Y' and <r z are the Pauli matrices. 
For a mixed state we take an average over the pure state values. 
Likewise f+ _ is the expectation of !(1 + <rz - <rx - <ry), f- + is the 
expectation of !(1 - O'z + <rx - O'y) and f- _ is the expectation of 
i(l - (l z - (Ix + (I y). 

Understanding that this 'probability' can be negative, we shall train 
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ourselves to deal with it otherwise as a real probability and thus 
dispense with the warning quotes hereafter. Analogously f + _ is the 
probability that the spin is up along the z-axis and down along the x
axis (that is pointing in the negative x direction). Likewise f _ + and 
f- _ give the probability that the spin is along the negative z-axis 
and along the x-axis in the positive or negative sense, respectively. 
These are all the possible conditions so we have 
!+ + + !+ _ + !-+ + f- _ = 1. As an example, we might have 
!++ = 0.6.f+- = -0.1.f_+ = 0.3 and/ __ = 0.2. 

Now the probability that the spin is up along z is simply the sum of 
the probability that it is up along z and up along x, and the other 
possibility, that it is up along z but down along x; that is simply 
I++ + !+ _ or 0.6 + ( -0.1) = 0.5 in our example. The probability 
the spin is down along z is f _ + + f __ , also 0.5. In the same way the 
probability that the spin is along the positive x-axis, independent of 
its value along z is f + + + f- + or 0.9. We, of course, cannot measure 
simultaneously the spin in the z and in the x direction, so we cannot 
directly determine/+_ and there is no difficulty with its negative value. 

These four numbers give a complete expression of the state of the 
system, and the probability for any other question you can ask ex
perimentally is some linear combination of them. For example, the 
probability that a measurement of spin along the y-axis gives 'up' is 
l+ + + f- _ or 0.8, and that it gives 'down' is I+_ + f- + or 0.2. In 
fact, for a two-state system any question is equivalent to the question 
'ls the spin up along an axis in some direction?' If that direction is 
defined by the unit vector V with components Vx, VY, Vz then we can 
say the probability that the spin is up along this direction if the 
condition of the electron is + + is P+ +(V) = t(l + V= + Vx + Vy). 
For the other conditions we have P+ _(V) = t{l + Vz - Vx - Vy), 
P- +(V) = !(1 - Vz + Vx - Vy), and 
p _ _ (V) = t{l - Vz - Vx + V,,). In the general case then where the 
fs give the a priori probabilities of each condition the probability of 
finding the spin up along V is the sum on a of pa( V)J;, or 
-!-((1 + Vz + Vx + V,)/+ + + (1 + Vz - Vx - Vy)/+_ 
+ (1 - Vz + Vx - Vy)f_ + + (1 - V2 - Vx + Vy)f _ _ ). In order 
that this always gives positive results, in addition to the condition 
that the sum of the /s is unity, there is the restriction that the sum of 
the squares of the four /s be less than!. It equals! for a pure state. 

If there are two electrons in a problem we can use classical logic, 
considering each of them as being in one of the four states, + +, 
+ - , - +, - - . Thus suppose we have two electrons, correlated so 
their total spin is zero, moving into two detectors, one set to determine 
if the spin of the first electron is in the direction V and the other set 
to measure whether the second electron has its spin in the direction 
V. The probability that both detectors respond is i(l - U. V). Thus 
if one is found up along any axis, the other is surely down along the 
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same axis. This situation usually causes difficulty to a hidden variable 
view of nature. Suppose the electron can be in one of a number of 
conditions a, for each of which the chance of being found to be 
spinning up along the V-axis is Pa(V). If the second electron is in 
condition b, its probability of being found along U is Pb(U). Suppose 
now that the chance of finding the two electrons in conditions a,b, 
respectively, is Pab· This depends on how the electrons were prepared 
by the source. Then the chance of finding them along the V and U 
axes is La.bP0 ,,pu(V)pb(U) which is equal to t(l - U.V). This is well 
known to be impossible if all the 'probabilities' Pab and p are positive. 
But everything works fine if we permit negative probabilities and use 
for a our four states with the p0 ( V) as defined previously. The pro
babilities for the correlated states in the case that the total spin is zero 
are Pab equal l if a and b are different states, and -l if they are 
the same. 

For another example of a two-state system, consider an electron 
going through a screen with two small holes to arrive at a second 
screen (see Figure 13.1). We can say there are four ways or conditions 
by which the electron can go through the holes, corresponding to the 
+ +, + - , - +, and - - conditions. If we take up spin to corres
pond to going through hole number 1 and down spin to represent 
going through hole 2, then the other variable corresponding to spin in 
the x direction means going through the two holes equally in phase. 
Ordinarily we cannot say which hole it goes through and what the 
phase relation is Gust as ordinarily we do not say which way the z
spin is and which way the x-spin is) but now we can and do. For 
example,/ __ gives the probability of going through hole 2 but 180 
degrees out of phase (whatever that could mean). For each of these 
conditions we can calculate what the chance is that the electron arrives 
at a point x along the screen. For example, P + +(x), the probability 
for arrival at x for the condition + + (through 1 in phase) and 
P + _(x), the probability for + - (through 1 but out of phase) are 
sketched roughly in Figure 13.1 as the curves (b) and (c) respectively. 
The independent probabilities are negative for some values of x. The 
functions through hole 2 are these reflected in x; P _ +(x) = P + +(-x) 
and P __ (x) = P + _(-x). The total chance to go through hole 1, 
P + + + P +_,the sum of the two irregular curves shown in the figure, 
is just the smooth bump, the solid line at (a), with its maximum under 
hole 1, not showing interference effects. But the total probability to 
arrive with holes out of phase, P + _ + P __ , shows the typical inter
ference pattern at the bottom of the figure at (d). 

Obviously the particular choice we used for the two-state system is 
arbitrary, and other choices may have some advantages. One way that 
generalizes to any number of holes or of states, finite or otherwise, is 
this. Suppose an event can happen in more than one way, say ways A, 

B, C, etc., with amplitudes a, b, c, respectively, so that the probability 
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Figure 13.1 A two-state system in which an electron goes through a screen 
with two small holes to arrive at a second screen. (a) The total chance to go 
through hole 1. (b) The probability of going through hole 1 in phase. (c) The 
probability of going through hole 1 but out of phase. (d) The total probability 
to arrive with holes out of phase. 

of occurring is the absolute square of a + b + c + ... This can be 
described by saying the event can happen in two ways at once. For 
example we can say that the event happens by 'coming' in way A and 
'going' in way B (or, if you prefer, by 'looping' via A and B) with a 
'probability' P(A,B) = 1(1 + i)a*b + 1(1 - i)b*a, where a* 
stands for the complex conjugate of a. The probability of 'coming' 
and 'going' by the same way A is P(A,A) = a*a and is the conven
tional positive probability that the event would occur if way A only 
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were available to it. The total probability is the sum of these P for 
every pair of ways. If the two ways in P, 'coming' and 'going' are not 
the same, P is as likely to be negative as positive. 

The density matrix, Pii• if the states are i is then represented instead 
by saying a system has a probability to be found in each of a set of 
conditions. These conditions are defined by an ordered pair of states 
'coming' in i and 'going' in j, with 'probability' p(iJ) equal to the real 
part of (1 + i)pii· The condition that all physical probabilities remain 
positive is that the square of p(iJ) not exceed the product p(i,i)p(j,j) 
(equality is reached for pure states). 

Finally, suppose that, because of the passage of time, or other 
interaction, or simply a change in basis, the state i has an amplitude 
Sm; of appearing as state m, where S is a unitary matrix (so the new 
density matrix p' is given by S-1 pS). We then discover we can find 
the new probabilities p'(m,n) by summing all alternatives i,j of p(i,i) 
times a factor that can be interpreted as the probability that the state 
'coming' in i, 'going' in j turns into the state 'coming' in m, 'going' in 
n. This 'probability' is: 

}(Si"mSjn + SjnSim) +~(SjmSin - Si",,Sjm) 

With such formulas all the results of quantum statistics can be de
scribed in classical probability language, with states replaced by 
'conditions' defined by a pair of states (or other variables), provided 
we accept negative values for these probabilities. This is interesting, 
but whether it is useful is problematical, for the equations with amp
litudes are simpler and one can get used to thinking with them just as 
well. 

My interest in this subject arose from many attempts to quantize 
electrodynamics or other field theories with cut-offs or using advanced 
potentials, in which work apparently negative probabilities often 
arose. It may have applications to help in the study of the conse
quences of a theory of this kind by Lee and Wick. 
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EXISTENCE OF STAR-PRODUCTS AND OF FORMAL DEFORMATIONS OF 
THE POISSON LIE ALGEBRA OF ARBITRARY SYMPLECTIC MANIFOLDS 

MARC DE WILDE and PIERRE B.A. LECOMTE 

Universite de Liege, Institut de Mathematique, 15 Avenue des Tilleuls, B-4000, 
Liege, Belgium 

ABSTRACT. We prove the existence of star-products and of formal deformations of the Poisson 

lie algebra of an arbitrary symplectic manifold. Moreover, all the obstructions encountered in the 

step-wise construction of formal deformations are vanishing. 

0. INTRODUCTION 

In the Hamiltonian formulation of classical mechanics, a phase space is nothing else but a 

symplectic manifold. Passing to quantum theory in the classical way implies a fundamental change 

in the nature of observables and makes the interpretation of the classical theory as a limit 

of the new one uneasy in many respects. An important aspect of quantization is its relation to 

deformations of classical theories. In that spirit, Flato, Llchnerowicz and Sternheimer have 

proposed building up quantum mechanics on an ordinary phase space in such a way that 

quantization manifests itself in a deformation of the algebra of observables. The value of the 

parameter of deformation is closely related to the Planck constant and letting it tend to zero 

gives back classical mechanics as a limit case. An account of the deformation approach to 

quantization can be found in {1, 6]. 

The algebra of observables is the space of smooth functions over a symplectic manifold with 

its natural structure of associative algebra and the appropriate deformations of this structure are 

called the star-products. The first star-product appeared as the inverse Weyl transform of the 

product of operators (Moyal [9]). It was rediscovered by Vey [10] who also proved the existence 

of nontrivial deformations of the Poisson lie algebra structure for a symplectic manifold with a 

vanishing third De Rham cohomology group. The result was extended to associative deformations 

by Neroslavsky and Vlassov [8] under the same assumption. In the mean time, various classes of 

manifolds where this assumption is not necessary have been exhibited [4J. 

The cohomological obstructions appear as follows: a star-product or a deformation of the 

Poisson bracket are usually constructed step by step. 

In passing from step k to step k + 1, one encounters a Chevalley or a Hochschild cocycle which 

should be a coboundary to allow the construction to continue. The work of Vey and Neroslavsky 

and Vlassov consists of confining this cocycle in the De Rham cohomology. 

We show in this paper that there exists no obstruction at all: each formal deformation of order 

Letters in Mathematical ['hysics 7 (1983) 487-496. 0377-9017/83/0076-0487 $01.50. 
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k of the Poisson bracket extends to a formal deformation and a similar result holds true for star

products. 

The basic tools are, first, cohomological properties of the Nijenhuis-Richardson bracket, 

showing in particular that the bracket of a one-differentiable cocycle with an arbitrary cocycle is 

always exact. Secondly, if~ is a conformal nonsymplectic vector field for the symplectic formF 

of M, homogeneity with respect to ~ allows us to avoid the obstructions. This was first observed 

in an analytic setting in [2]. An algebraic interpretation led to the proof of the existence of star

products for exact symplectic manifolds [4, 5]. A further refinement combined with gluing 

allows us to use this type of argument for nonexact F. 

l. NOTATIONS AND DEFINITIONS 

We will mainly use the notations and definitions of [SJ. Some of them have just to be precised. 

Let Mbe a smooth connnected Hausdorff second countable manifold equipped with a symplectic 

form F. We suppose dim M > 2. We denote by A(M) the space of smooth forms on Mand by JC(M) 

the space of smooth vector fields on M. As usual, we set N = A 0 (M) and L x denotes the Lie deri

vative in the direction of XE JC(M) acting on A(M). 

If V and V' are vector spaces, AP(V. V) is the space of (p + l)·linear alternating maps from 

VP+ 1 into V' and A( V. V') is the direct sum of the AP(V, V')'s (p;;:. -1). For simplicity, we set 

AP(V) =AP(V. V)andA(V) =A(V. V). It is known that (A(V), [ ,J), where [ ,J is the Nijenhuis

Richardson bracket, is a graded Lie algebra, the degree of CE AP ( V) being p. If&' is a Lie algebra 

structure on V, the Chevalley co boundary operator of the adjoint representation of (V, (J)I) is up 

to ±1 the adjoint action of f!J> on A(V). 

We denote byA,oc(JC(M), Aq(M)) [resp.A1oc,ncCN)] the space of all CEA(JC(M), Aq(M)) [resp.A(N)] 

which are local [resp. local and vanishing on the constants]. We set also Av(N) = E(A(N), v] and 

Av,loc,ncCN) = E(A1oc,nc(NJ, v), where E(V, v) denotes the space of formal power series in v with 

coefficients in V. 

The mappingµ: JC(M)-+ A 1 (M): X-+ -i(X)F induces an isomorphism between the spaces of 

contravariant and covariant tensor fields on M. One sets A= µ- 1 F and, for u EN, Xu = µ- 1 du. 

For CEAP(JC(M), Aq(N)), set µ*C(uo, .. ., up)= C(Xuo• .... Xup) and, if q = 2, µ'C= (A,µ*C) · 

In particular, P =µ*Fis the Poisson bracket of M (A(M) being identified once and for all with 

a subspace of A(JC(M), N) in the natural way). Denote by Z1~c.ncCN) the space ofChevalley two· 

cocycles of (N, P). Then a being the coboundary operator and r a symplectic connection of 

(M. F), each CE Z1~c. nc is of the form C = rS f. + µ* D, + oE (r E JR, .Q E A 2 (M) closed and 

E EA?oc,ncCN)); Sf. is a cocycle of the formµ' <I>r, where <I>r is a cocycle of the Chevalley 

cohomology of the representation (A(M), X-+ Lx) of 'JC(M). Further details may be found in [3, 5, 7]. 

PROPOSITION. 1.1. There exists a linear map 1: Afoc, nc(N)-+ Afoc(JC(M), N) such thatµ* o 1 = ll, 
1 0 µ* = n Oil A 2 (M), r(S f.) ;; (A, <Pr) and 1 o. oA ?oc, ncCN) c irn a' (ll denotes the appropriate 

identical map; a' is the coboundary operator of the cohomology of the representation (A(M), 

X-> Lx) of Jf(M).) 

Proof It is easily seen thatµ*: Afoc(X(M), N)-+ Afoc,nc(N) is surjective. Take then a decom

position 
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where 

Observe thatµ*: A 2{M)-+ Afuc,nc(N) is injective. Choose then any right inverse ofµ*, T 1 on £ 1 

and T1 andE2 and set rSf =(A, <I>r>. T 0 µ*IA'(M) = n, T 0 a= a' 0 Ti onE1 and T= T2 on E2. 
This defines a linear map r: A loc, nc(N) -+A fuc(JC(M). N), which obviously verifies the first three 
required properties. 

For the last property, one notes that by [5, prop. 2.2], µ*A(M) n aAroc,nc(N) =aµ* J\ 1 (M) 
and that on A1 (M),T0 a 0 µ = T 0 µ* 0 a'= a'. 

In this paper, we fix once and for all a T such as in Proposition I.I. 

LEMMA 1.2. Let Ri EA1oc,nc(N), Si EAfbc,nc(N) and a closed n E J\2 (M) be given. Let also 

Rj, s;, T' EA10c(JC(M);N) be such that R; = µ*Ri. S; = µ*S/ and L; [R;. S;J = µ*T'. There exists 

TEA1oc,nc(N)such that 

Tiu= µ*i(X)T' - I (-l}'"i[µ*i(X)R;, Sil - I [R;. µ*i(X)S'IJ 

whenever n = di(X)F on an open subset U CM 

Proof. If n1 u' = di (X')F and u n u I * ¢, then x I - xis a symplectic vector field on 

Un U'. It is, thus, locally of the form Xu· Since µ*i(Xu) = i(u)µ*, the right-hand side of (I) 
vanishes for X =Xu by the graded Jacobi identity. 

2. ONE-DIFFERENTIABLE DEFORMATIONS OF P 

Recall that a formal deformation of order k of Pis an element ~k= 0vkck of A~.Ioc,nc(N) such 
that CC' = P and such that l.Cv, .Cvl vanishes at order k (i.e., the components [.Cv, .CvJ 1 of 

(1) 

[.Cv, .CvJ are vanishing for z..;;; k). A formal deformation of Pis an element .Cv EA~. loc, ncCN) such 

that Co = P and that l.Cv, .Cvi = 0. 

THEOREM 2.1. Let .Cv be a formal deformation of P and let n, EA 2 (M) be closed. 

(i) There exists a sequence IT! (k E 1N) of elements of Av, loc, nc(N) such that rr.e = £v and that 

m..1v I u = I [L1:,, µ*i(X)T(Li)J (2) 
p+q=l-l 

whenever n = di.(X)F on the open subset Uc M. 

(ii)[,~ is a cocycle for .Cv and its ]zrst term is µ*fl.. More generally, 
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ILµ(£v; D) = L µkn.,~ 
k=O 

is a formal deformation in µof £v

(iii) In particular, for each t;;;. 1, 

~ 

£~ = I JctIL ~ 
k=o 

is a formal deformation of P such that £~ = £v + vt µ* n at order t. 

{iv) If £vis one-differentiable at orders (i.e., C1 is one-differentiable for l ~ s), then IL~ (k E IN) 
and £~ are one-differenUable at orders. 

(If it is needed to recall £v and n. we sometimes will .write~= IL~ t (£"; n)). 
Proof Assume the existence of solutions IL!, (l < k) of (2) such that 

L [IL~, IL~] = 0, V/ < k. 
p+q=l 

(3) 

From Lemma 1.2, we obtain the existence of a globally defmed IL~ verifying (2) for l = k. Then 

applying (2) and the graded Jacobi identity: 

k L [IL~, IL~] 
p+q=k 

.L {[~, µ*i(X)r(JL;;)], IL~] + [~, [IL~, µ*i(X)r(~)J]} 
p+q+r=k-1 

L [[~.IL~], µ*i(X)r(IL:;)J = O 
p+q+r=k-1 

in view of (3). Hence, (i), (ii) and (iii). For (iv), one has simply to note that the Nijenhuis

Richardson bracket of one-differentiable cochains is one-differentiable. 

Let us say that a formal deformation .Ev of order k is a driver of a formal deformation£~ if 

£~ = £v at order k. 

THEOREM 2.2. Every one-differentiable formal deformation of order k of Pis a driver of a one

differentiable formal deformation of P. In particular, there exist one-differentiable formal 

deformations of P with driver P + vµ*rl, where .Q is an arbitrary closed two-form of M. 

Proof Let£" be a one-dimensional formal deformation of order k of P. Let 0 < l < k be given. 

Suppose that there exists a one-differentiable formal deformation£~ of P such that Cf= Ci for 

i ~ l. Then Cf +I - CJ+ 1 is a one-differentiable cocycle. It is thus of the form µ*D for some closed 

two-form n. By theorem 2.1 

£1+1 =IL (£'. n) v vi+! v• •• 
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is a one-differentiable formal deformation of P such that q+1 = C; for i < l + I. Taking£~= P, the 

result follows by induction on l. 

3. FORMAL DEFORMATIONS OF p WITH DRIVERP + vrSf. 

Let Ube open and suppose that Flu= di(~)F for some~ E JC(U). It has been seen in [6] that 

LEMMA 3.1. 

(i) 
(ii) 
(iii) 
(iv) 

(v) 

L~P=P, 

Lt o a = a o Li; - a, 
Li; o a' = a' o Li;. 

L1;0µ*=µ*0L1;-pl onAP-1(JC(M),N), 

Lt o µ' = µ' oli; -pl onAP(JC(M), i\2(M)). 

In addition, one may state 

LEMMA 3.2. For pi'- 2, 3, Lt;+ pl - a o µ* o i(~) o Tis a linear proof bijection from Zfoc, nc(N) 

into itself. 

Proof. Recall that C EZ1~c,nc(N) admits a decomposition C = rS~ + µ*.Q + aE where n E i\2(M) 

is closed, r E JR. Moreover, C is exact if and only if r = 0 and n is exact. 

By Proposition 1.1, C' = µ*.Q + aE = µ*r(C') where r(C') is a cocycle for a'. Using Lemma 3.1, 

(L~ +pl - a o µo i(~)o r)(rSf. + C') = r(p - 3)Sf + (p - 2)C'. (4) 

Thus Li; + p n - a o µ* o i(~) o Tis surjective. Moreover, if the right-hand side of ( 4) is vanishing, 

r = O and C' = 0. Hence, the injectivity. 

Let Il EA 0 (E(N. v)) be defmed by 

and set 8 = 2IT - :n. As can easily be seen, for every Tv EAv(N), 

.,;, ~ 

Tv = I J<Tk=> [IT, Tv] = I kvkh 
k=O k=O 

THEOREM 3.3. Let r E 1Ro be given. There exists a unique formal deformation lv of P of driver 

P + vrSf such that 

(5) 
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(av is the coboundary operator assodated to the adjoint representation of (E(N. v) . .Cv)). 

Proof. (i) If U is open and Flu== di(~)F for some~ E J((_U), after its definition in Theorem 2.1, 

Il.11(£; F) reads 

= 
I vk I [Cp, µ*i(~)T(Cq)]. 

k=O p+q=k 

Thus, the kth component of the left-hand side of (5) is 

I [Cq, µ*i(nr(Cq)] -(2k + I)Ck. 
p+q=k 

Observe, moreover, that Lt= µ*i(~)F = µ*i(~)r(C0 ). Hence, the above expression can be written, 

fork >O, 

-Ltck - (2k + 1)ck + aµ*imr(Ck) + I [Cp, µ*imr(Cq)]. 
p+q=k 
p,q>O 

(ii) Let .fv and£~ have driver P + vrSf and satisfy (5). Assume that k > I and that Cj =Ci 
for i < k. Then 

(L~ + (2k + 1):n - aµ*imr)(C/c - ck)= o. 

It follows from Lemma 3.2 that Ci= Ck on U. Thus Cle= Ck, hence, the uniqueness by induction 
onk. 

{ill) Observe that (5) means that for every open subset U on whichF= di(~)F. ~u=µ*imrC£v)+8 

is a derivation of £.,1u· Set C0 =P, C1 =rSf., £~ ==C0 +vC1 and ~b =Lt+ µ*i(~)T(Sf) +e. One has 

and 

by Lemma 3.1. 

Let now k > 1 and suppose that the C/s EA 1~c,nc(N) (i < k) have been constructed such that 
£~ -i = L.i<kviCi is a formal defonnation of P of order k - 1 and that~ f,- 1 == 

L.i<kv;µ*i(~)r(C;) +El is a derivation of £~-l at order k - 1. Set 

Jk == I [Cp, Cq] and Afr= I [Cp, µ*i(~)r(Cq)]. 
p+q=k p+q=k 
p, q>O p, q>O 
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Then J k is known to be a cocycle. As seen in (5], it has a decomposition. J k = µ' iP + µ*'¥ when 

<I> and 'Ir are three-cocycles of the cohomology of the representation (A(M), X ~ L x) of K(M). 

Set J~ = (A, <I>)+ 'Ir. By Lemma 1.2, there exists A EA toe, nc(N) such that 

A I u = 2A t - µ*i(~)l~. 

On the other hand, the coefficient of vk of the identity 

reads 

so that, applying Lemma 3.1, 

(2k - 2)µ' <I> + (2k - 1 )µ*'Ir = 3(2A t - µ*i(~)J~) = aA. 

(6) 

It follows that µ'<I> and µ*'Ir are coboundaries [ 5] , prop. 2.3, and thus J k = 2 ac for some 

CEAfoc,nc(N). 
Substituting 2ac to Jk in (6) and observing that aL~ = L~a +a, •we see that L~C + (2k + I)C-A t 

is a cocycle. It also reads, using Lemma 3.1 (iv), 

aµ*i(nr(C) + µ*i(~) a'r(C) - At+ (2k - l)C. 

Therefore, B EA foe, nc(N) defined by 

Blu = µ*i(na'r(C)-At + (2k-1)C. 

is a cocycle (cf. Lemma 1.2) and 

LtC + (2k + l)C - aµ*i(~)r(C) -At - B = 0. 

In view of the properties of r, the cocycle B has a decomposition B = r'Sf. + µ*B' where 

B' = r(B -r'Sf.) is a cocycle. Taking 

we still have h = 2ack and, moreover, (7) transforms into 

(7) 

This means that £~ = .C~ - I + vk Ck is a formal deformation of P oforder k and that .@ '(, = .@ '(,-
1 

+ 
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1l µ*i(~)r(Ck) is a derivation of order k of £~lu. Hence, the existence of £1,, by induction on k. 

Let T EA?oc,nc<N) or T= rIT(r E IR). Denote by ad Tits adjoint action onA(E(N, 11)). It is 

easily seen that, for t ;;;i. 1, if£,, is a formal deformation of P, then so is 

THEOREM 3.4. Every formal defonnation of order k of Pis a driver of a /annal defonnation of P. 

Proof. (i) Let£,, be a formal deformation of order k of P. Let us assume that£,, is one-differ

entiable at order t - 1, where t < k. As 

23Cr= 2:: [Cp,Cq] 
p+q=t 
p,q>O 

is one-differentiable, we see that C1 is of the form fJSf + µ*71 + 3T for some (} E IR, some 11 E A2 (M) 

and some TE A?oc, nc(N). If fJ = 0, then Ad( exp vt1)£,, is a formal deformation of order k of P 

and is one-differentiable at order t. Moreover, £v is a driver for£~ if and only if Ad( exp 1l1)£11 , 

truncated at order k, is a driver for Ad( exp vt1)£~). Thus, replacing£,, by 

for suitable T;'s E APoc, nc(N) if necessary, we may assume that either £ 11 is one-differentiable or 

that there exists s .;;;; k such that C; is one-differentiable for i <sand that C9 - rS~ is one

differentiable for some r E .Ro. 
(ii) In the first case, we may conclude by Theorem 2.2. Let us now deal with the second case. 

Let£~ be a formal deformation of P with driver P + vrS'f and define formal deformations 

£~, .. ., .cf, of P inductively by .ce = £~s and, for i > 0, 

It is easily seen that £t = £,, at orders. Ifs = k, the proof is achieved. Suppose then thats< k 

and that we have found a formal deformation£~ of P such that£~ = £,, at order l, withs< I< k. 

Then the cocycle c; +I - C1+ I is of the form r's f + µ* n + aT for some r' E IR, some closed 

n E A2 (M) and some E EAPoc,nc(N). Replacing£~ by Ad( exp J+I T)£~, we may assume that 

T = O. On the other hand, set 

£~=Ad( exp J-s+I ( ~) Jl £,,. 

Then, C;' - C; is one-differentiable for i.;;;; I+ 1 and vanishes for i.;;;; I - s. Define formal 

deformations it-s+i, .. ., .V~ 1 of P inductively by .i~-s+I =£~'and for j ;;;i. z - s, 

"'i - "'i-1. " ·-1 £,, - 1L,,i(.C,, , r(C1 - CJ )). 
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Then£~+ 1 
is a formal deformation of P which coincides with £ 11 at order I+ 1. Hence, the result 

by induction on l < k. 

It follows from Theorem 3.4 that [C, C] is exact for each two-cocycle C. Moreover, 

H 1 - diff, nc(N) denoting the cohomology of one-differentiable nc cochains, it can be shown that 

THEOREM 3.5. 

(i) [H1oc,nc(N),Hl-diff,nc(N)] = 0. 

(ii) [Elli.;;2Hfoc,nc(N), EDi.;;2H{oc,nc(N)J = 0. 

4. ST AR-PRODUCTS 

Recall that a star-product of (M, F) is a formal deformation JtA = ·'i::;~ 0 t..kck of the associative 

algebra (N, .,{{),with driver A+ "AP, where fork> 0, the Ck's are local, vanishing on the con

stants and such that Ck(v, u) = (-llCk(u, v) for all u, v EN. 

THEOREM4.1. Every star-product of order 2k is a driver of a star-product. Jn particular. every 

symplectic manifold admits a star-product. 

Proof. Let .,HA= "i:.i.;;ikt..ici be a star-product of order 2k (k > 0). Then 

t" = L: Jc2i+1 
i<k 

is a formal deformation of order k - 1 of P. 

In the proof of the Neroslavsky-Vlassov theorem [8], which asserts the existence of a star

product when the third De Rham cohomology space of M vanishes, the key steps are the 

following. 

(i) There exists C2k+l EA1~c,nc(N) such that.,/{~= .,/{A.+ v2k+•c2k+l is a star-product of 

order 2k + 1; C2k+l is determined up to an arbitrary one-differentiable element of Afuc,nc(N). 

(ii) .,{{ ~ extends to a star-product of order 2k + 2 if and only if £ 11 + vk C 2k + 1 is a 

formal deformation of order k of P. 

(iii) 

is a one-differentiable Chevalley cocycle. 

By Theorem 3.5, (8) is a driver for a formal deformation of P. If vkC is its kth component, 

(8) 

(9) 

then a(c2k+I - C) is one-differentiable. Thus C2k+I - C - µ*D, is a Chevalley cocycle for a 

suitable .n E A2 (M). Then replacing C2k+l by C2k+1 -µ*.Q, (9) vanishes and .,HA extends to a 

star-product of order 2k + 2. Hence, the existence of a star-product with driver .,HA by induction 

on k. 

To conclude, observe now that each symplectic manifold admits a star-product of order 2 [8]. 
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A SIMPLE GEOMETRICAL CONSTRUCTION 
OF DEFORMATION QUANTIZATION 

BORIS V. FEDOSOV 

Abstract 

A construction, providing a canonical star-product associated with any 
symplectic connection on symplectic manifold, is considered. An action 
of symplectomorphisms by automorphisms of star-algebra is introduced, 
as well as a trace construction. Generalizations for regular Poisson man
ifolds and for coefficients in the bundle Hom(E, E) are given. 

1. Introduction 

A manifold M is called a Poisson manifold, if for any two functions 
u , v E C00 

( M) , a Poisson bracket is defined by 

( 1.1) 
ij au av 

{u, v} = t -.-.. 
ax' 8x1 

The bracket is a bilinear skew-symmetric operation, satisfying the Jacobi 
identity 

{ u' { v ' w}} + { v ' { w ' u}} + { w ' { u' v}} = 0. 

An important particular case is a symplectic manifold. In this case the 
matrix tiJ has maximal rank 2n equal to the manifold dimension. The 
inverse matrix wiJ defines the exterior 2-form w = ~wiJ dx; A dx1 which 
is closed in virtue of Jacobi identity. 

In [ 1] it has been proved that, if the tensor tiJ has constant rank 2n > 
dim M , there exists a symplectic foliation of the manifold M , a Poisson 
manifold with this property being said to be regular. The leaves F of this 
foliation locally are symplectic manifolds, and a Poisson bracket is defined 
by the symplectic form w (closed 2-form of the rank 2n = dim F) defined 
on the leaves. 

In the same paper [ 1] the question of deformation quantization of Pois
son and in particular symplectic manifolds is considered. The problem is 
to define an associative multiplication operation * , depending on param
eter h (Planck constant), of two functions so that the space C 00 (M) with 

Received November 11, 1992 and, in revised form, April 27, 1993. 
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usual linear operators and *-product would be a formal deformation of 
commutative algebra of functions with a Poisson bracket. More exactly it 
means the following. Let Z be the linear space, the elements of which 
are formal series 

00 

(1.2) a=a(x,h)=Lhkak(x), 
k=O 

where ak(x) E C00 (M). Further for any a, b E Z let an associative 
product operation 

00 

a*b=c= Lhkck(x) 
k=O 

be defined with the following properties: 
(i) ck are polynomials in ak, bk and their derivatives; 

(ii) c0 (x) = a0 (x)b0(x); 
(iii) [a, b] = a* b - b *a = -ih{a0 , b0 } + · · · , where dots mean the 

terms of higher orders. 
The algebra Z is called the algebra of quantum observables. Property 

(i) means the locality of *-product, property (ii) means that algebra Z 
is a deformation of the commutative algebra of C00 functions, property 
(iii) is the so-called correspondence principle. 

The question of the existence of such a product for symplectic manifolds 
has been completely solved in [2]. Subsequently, an equivariant general
ization of this construction [7] for symplectic manifolds was obtained, as 
well as a generalization for regular Poisson manifolds [6]. The construc
tions considered in these works are based on the analysis of Hochschild 
cohomologies. 

In [3] the author, being unaware of the results of [2], proposed another 
construction of *-product for a symplectic manifold. This construction 
admits straightforward generalizations for both the equivariant case and 
the case of a regular Poisson manifold. In subsequent papers [4], [5J the 
author studied the action of symplectic diffeomorphisms, proposed a trace 
construction in algebra Z , introduced the concept of index, generalizing 
the index of elliptic operators and obtained an index formula. 

Unfortunately, work [3] was published in a local issue of Moscow Insti
tute of Physics and Technology in very few copies, so it remained unknown 
to most mathematicians. The purpose of the present article, containing the 
extended exposition of some results of [3), [4], is to introduce the results 
to broader mathematical circles. 

Let us briefly describe the contents of subsequent sections. In §2 we 
consider the Weyl algebras bundle W, W-valued differential forms, and a 
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connection in the bundle W. These notions give us a basic machinery. In 
§3 we introduce the notion of Abelian connection and prove the existence 
of such connections. The sections of the Weyl algebras bundle, which 
are flat with respect to a fixed Abelian connection, form an associative 
algebra. We prove that these sections are in one to one correspondence 
with the functions from Z . This allows us to transfer the associative 
algebra structure to the set Z and thus to define a *-product. 

The next sections are concerned with the notion of trace in the algebra 
of flat sections. First of all we construct isomorphisms of this algebra, 
corresponding to any symplectic diffeomorphism of symplectic manifolds. 
This construction, introduced in §4, is used in §§5 and 6 to define a trace 
by means of localization and reduction to the case of standard symplectic 
space JR2

n • In § 7 two generalizations are exposed. The first one gives 
the construction of deformation quantization and the trace for the case 
where the coefficients are homomorphisms of a vector bundle over M . 
The second one deals with a generalization of the results obtained in §§2 
and 3 for the case of regular Poisson manifolds. 

A few years ago there appeared a paper [8], in which quantization is 
based on the idea of identifying functions on a symplectic manifold with 
the sections of the Weyl bundle. We use a similar approach. But their 
means of such an identification is much more complicated than ours. 

This article has been written during a visit to MIT. Taking this opportu
nity, I would like to express my profound gratitude to the Department of 
Mathematics at MIT and to Professor Guillemin for the kind invitation. I 
would also like to thank Professor A. Weinstein for his useful corrections 
and remarks. 

2. Weyl algebras bundle 

Let (M, w) be a symplectic manifold of dimension 2n. The form w 
determines a symplectic structure in each tangent space TxM . 

Definition 2.1. The formal Weyl algebra Wx, corresponding to the 
symplectic space TxM , is the associative algebra over C with a unit, its 
elements being formal series 

(2.1) a(y) = ~ hkak . . yi' ···Yi1 , L....t ,, .... ,/ 
2k+l2:0 

where h is a formal parameter, y = (y 1
, • • • , y 2n) E TxM is a tangent 

vector, and ak i ... ;
1 

are covariant tensors. The degrees 1 and 2 are pre-
, I 

scribed for the variables / and h respectively. The product of elements 
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a, b E Wx is determined by the Weyl rule 

(2.2) 

a ob= exp (- i
2
h (J/i~ a i) a(y, h)b(z, h)lz=y 

8y1 8z 

oo ( 'h)k k akb - ~ l 1 i1i1 ikjk a a £- -- -CU ···CU 
- k=o 2 kl ay,.1 ... a/k ayii ... ayi" · 

It is easily seen that the multiplication (2.2) does not depend on the choice 
of a basis in Tx M and is associative. 

Taking the union of the algebras Wx, x EM, we obtain the bundle of 
formal Weyl algebras whose sections are "functions" 

k . . 
a(x, y, h) = '"""' h ak ; ... 1 (x)y 11 

• •• y 11
, 

L_, 'I I 
(2.3) 

2k+l?.O 

where ak i ... ; are symmetric covariant tensor fields on M. The set of 
' I I 

sections also forms an associative algebra with respect to the fiberwise 
multiplication (2.2). The unit in this algebra is the "function" identically 
equal to 1 . To simplify notation we shall also denote the algebra of the 
sections by W (instead of the pedantic C00 (M, W)) , which, to our mind, 
should not cause any confusion. 

It is easy to see that the center of W consists of the sections not contain
ing y 's. Thus the central sections are defined by the series of form ( 1.2), 
and consequently the center of W may be identified as a linear space with 
the space Z mentioned in the introduction. There is a filtration in the 
algebra w: w ::J WI ::J w2 ::J . . . with respect to the total degree 2k + I 
of the terms of the series (2.3). 

We shall also need differential forms on M with values in W. A dif
ferential q-form is defined by the series 

(2.4) 
k . . . . 

a= '"""'h ak . . . . (x)y 11 
• • • y'P dx11 /\ ••• /\ dx1

q 
L-. · 11"'1p•li"'lq ' 

whose coefficients are covariant tensor fields symmetric with respect to 
indices i 1 , · · • , iP and antisymmetric with respect to j 1 , • · · jq. The dif-

ferential forms constitute an algebra W®A = ffi~:0(W©A), in which the 
multiplication is defined by means of the exterior product of differentials 
dx' and Weyl product (2.2) of polynomials in / (dxi commute with /). 
The product of two forms will be denoted by the same symbol a ob , such 
as the product sections of W. A filtration W ®A ::J Wi. ®A ::J it; ®A ::J · · · 

is introduced with respect to the total degree 2k + p corresponding to the 
variables h , / . 
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Let us introduce the commutator of two forms a E W 0 A q 1 , b E 

W 0 Aq2 defined by [a, b] =a ob - (-I) 1q2 b o a. A form a is said to 
be central, if for any b E W ® A the commutator of a and b vanishes. 
It is clear that the central forms are just the ones not containing y 's, i.e., 
Z 0 A is the center. 

Define two projections of the form a= a(x, y, dx, h) onto the center: 
a0 = a(x, 0, dx, h) and a00 = a(x, 0, 0, h). In the particular case 
where a = a(x, y, h) E W, we shall use the notation u(a) for a0 = 
a(x, 0, h) and call er( a) the symbol of the section a. 

Consider two important operators on forms: 

k aa * k. ( a ) (2.5) <5a = dx /\ -k , <5 a = y z -k a, 
8y ax 

where i(a /oxk) means the contraction of the vector field a ;axk and 
the form, multiplication by yk being the usual commutative product of 
functions. The operator <5: ~ 0 Aq -+ ~-l 0 Aq+I which reduces the 
filtration by 1 is similar to the exterior derivation. The operator o* : WP 0 

A q -+ ~+ 1 ®A q- l raises the filtration by 1 . In other words the operator 
<5 acts on the monomial 

(2.6) 

by replacing one by one the variables / 1 , yi2 , ••• , yip by dxi 1 , dxi2 , ••• , 

dxip respectively; the operator c>"' acts on (2.6) by replacing dxj1 , dxj2 , 

... , dxjq by y 11 , -y12 , · · · , (-l)qyJq respectively. 
Lemma 2.2. The operators <5 and <5* do not depend on the choice of 

local coordinates and have the following properties: 
(i) <52 = (<5*)2 = 0, 

(ii) for monomial (2.6) we have <5<5* + o* <5 = (p + q) id. 
The lemma is easily proved by a direct check. q.e.d. 
Note that <5 is an antiderivation, i.e., for a E W ®A q1 and b E W ®A q2 

we have 

(2.7) t5 (a o b) = ( <5 a) o b + ( -1 ) q1 a o b , 

( t5* does not possess this property). 
Define the operator 6-1 acting on the monomial (2.6) by o- 1 = 

o* j(p + q) for p + q > 0, and o- 1 = 0 for p + q = 0. By Lemma 
2.2 it can be derived that any form a E W ®A has the representation 

-1 -1 
(2.8) a = t5<5 a+ t5 oa + a00 , 

which is similar to the Hodge-De Rham decomposition. 



218 B. V. FEOOSOV 

Definition 2.3. A symplectic connection is a torsion-free connection 
preserving tensor wij, i.e., aiwjk = 0, 8; being a covariant derivative 

with respect to a/ a xi . 
In Darboux local coordinates the coefficients r,.jk = w,.mr; of the 

symplectic connection are completely symmetric with respect to indices 
iJ k . The symplectic connection always exists but is not unique, unlike 
the Riemannian connection [1]. Two symplectic connections differ by a 
completely symmetric tensor A.rijk . 

Let 8 be a symplectic connection on the manifold M. Using the 
covariant derivation of tensor fields, which are coefficients in (2.4), define 
a connection in the bundle W as an operator a: W ®Aq - W ®Aq+I by 

i 
(2.9) aa = dx /\ aia. 
Definition 2. 3 implies the following properties of the connection a in the 
bundle W ®A: 

(i) 8(aob)=oaob+(-l)q1aoob for aEW®Aq1 • 

(ii) For any scalar form f/J EA q, o(rp /\a)= drp /\a+ (- l)q rp /\ 8a. 
In Darboux local coordinates the connection a can be written in the 

form 

(2.10) aa = da + [(i/h)r, a], 

where r = !rijk/yj dxk is a local 1-form with values in w' d = dxi /\ 

[)/a xi being the exterior differential with respect to x . 
We shall consider more general connections D in the bundle W, namely, 

connections of the form 

(2.11) Da =Ba+ [(i/h)y, a]= da + [(i/h)(r + y), a], 

where y is a globally determined !-form on M with values in W (i.e., 
section of W ®A1

). Note that the operator d, introduced above, may be 
written in the form 

(2.12) 

Lemma 2.4. Let a be a symplectic connection. Then 

(2.13) 

(2.14) 

where 

8<5a+<58a = 0, 

8
2
a = 8(8a) = [(i/h)R, a], 

I i jd k d l 
R = 4 RijktY Y x /\ x ' 

Rijkl = w imR'::ct being the curvature tensor of the symplectic connection. 
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Proof Identities (2.13), (2.14) are obvious consequences of equations 
(2.10), (2.12). Note that (2.14) is a compact form of the Ricci identity. 

Definition 2.5. Let D be a connection in the bundle W of the form 
(2.11) with 

(2.15) Yo= 0. 

We shall call the 2-form 

(2.16) i i ( i 2) Jin = Ji R + 8y + JiY 
the curvature of the connection D . 

Lemma 2.6. For any section a E W ® A we have 

(2.17) D2
a = [(i/h)O., a]. 

The proof is straightforward. 
Remark. Note that the form I' in (2.11) is determined by the con

nection D not uniquely but up to a central 1-form, because it appears 
in commutators. For the uniqueness of y and therefore of the curvature 
(2.16) some normalizing condition is required. We assume that this con
dition has the form (2.15) and call it Weyl normalizing condition. The 
corresponding curvature (2.16) is called Weyl curvature. 

3. Abelian connections and quantization 

Definition 3.1. A connection D in the bundle W is said to be Abelian 
if for any section a E W ® A , 

(3.1) D
2a = [(i/h)U, a]= 0. 

By (3.1) we can show that the curvature of Abelian connection is a central 
form and conversely. 

In this section we prove the existence of an Abelian connection of the 
form 

D = -t5 +a+ [*', ·] =a+ [*croii/ dxi + r), ·] , 

8 being a fixed symplectic connection, and r E W3 ® A 1 being a globally 
defined 1-form, satisfying Weyl normalizing condition r0 = 0. Calculat
ing the curvature of this connection and using Lemma 2.4, we get 

. . 2 
(3.2) U = -!wii dx

1 
/\ dx1 + R - Jr+ 8r + (i/h)r . 

The Abelian property will be fulfilled, provided 

(3.3) t5r = R + 8r + (i/h)r
2

• 
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Then for the curvature we shall have Q = -w , so that Q will really be a 
scalar form. 

Theorem 3.2. Equation (3.3) has a unique solution, satisfying the con
dition 

(3.4) 
-1 o r = 0. 

(Note that (3.4) implies r0 = 0). 

Proof Let r E WJ ®A 
1 

satisfy (3.3), (3.4). The decomposition (2.8) 

for the form r becomes r = o- 1 or as oo-1 r = 0 by (3.4) and r00 = 0, 
since r is a 1-form. Applying the operator <5- 1 to (3.3) we get 

(3.5) r = c:5- 1 
R + c:5- 1 

( ar + (i/h)r2
) • 

The operator f) preserves the filtration and o- 1 raises it by 1 , so iteration 
of equation(3.5) shows that it has a unique solution. 

Conversely, we will show that the solution of equation (3.5) satisfies 
(3.3), (3.4). The condition (3.4) is evidently fulfilled because of (o- 1

)
2 = 

0. Let 
A= or - R - or - (i/h)r

2 

be the difference between the left-hand and the right-hand sides of (3.3), 
r being the solution of (3.5). Show that A satisfies the equation 

(3.6) oA =&A+ (i/h)[r, A] 

and the "initial" condition 

(3.7) 

From (3.6) and (3.7) it follows that A vanishes. Indeed, applying <5- 1 to 
both sides of equation (3.6) and using (3.7) we shall get similar to (3.5) 

A= J- 1 (&A+ (i/h)[r, A]) , 

from which by iterations it follows that A = 0. 
For checking (3. 7) we have 

'5- 1A='5- 1or-'5- 1 (R+ar+(i/h)r2
) =o- 1'5r-r=O. 

Here we have used (3.5), condition (3.4), and the Hodge-De Rham de
composition. 

For checking (3.6) by taking into account that Jor = 0, we obtain 

c5A = -JR - c5(8r) +[(if h)r, or], 

since 
i: - I id j d k d I uR - 2RiJkly x /\ x /\ x , 
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which is equal to 0 because of the relation 

RiJkt + Riklj + Riljk = 0 

for the curvature tensor. Further, o(8r) = -8(or) according to Lemma 
2.4. Thus, 

(3.8) oA = 8(or) + [(i/h)r, R + 8r +(if h)r
2
]. 

We have 8 R = 0 according to the Bianchi identity for the curvature ten
sor, 88r = [(i/h)R, r] in virtue of Lemma 2.4 (Ricci identity), 8(i/h)r2 = 

[8r, (i/h)r]. Talcing into account that [(i/h)r, (i/h)r2
] = 0, we get that 

the last two terms in (3.8) would equal to 0, and this proves equality 
(3.6). q.e.d. 

Note that iterating equation (3.5) we can effectively construct the form 
r and, consequently Abelian connection D . The first two terms are 

I ijkdl I ijkmdl 
r = sRijktY Y Y x + w 0mRiJk1Y Y Y Y x + · · · , 

am being a covariant derivative with respect to the vector field a /8xm. 
Further terms would contain not only y 's but also powers of h because 
of the term (i/h)r2 in (3.5). 

Introduce now the main object: the subalgebra WD c W , consisting of 
flat sections, i.e., such that Da = 0. 

Theorem 3.3. For any a0 E Z there exists a unique section a E WD 
such that a(a) = a0 . 

Recall that, for the section a(x, y, h) E W, a(a) means the projection 
onto the center, i.e., a(a) = a(x, 0, h). 

Proof. The equation Da = 0 can be written in the form 

(3.9) <5a = 8a + [(i/h)r, a]. 

Applying the operator o- 1 and using Hodge-De Rham decomposition 
yield 

(3.10) a= a0 + o- 1
(8a + [(i/h)r, a]), 

wherefrom by iterations we should get that equation (3.10) has a unique 
solution because o- 1 increases the filtration. 

Conversely, let a be the solution of (3.10). Then evidently we have 
a(a) = a0 since the result of applying o- 1 contains only positive powers 
of y 's. Further, using reasoning similar to the proof of Theorem 3.2, we 
can show that the difference 

A= oa -8a - [(i/h)r, a]= Da 
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between the left-hand and the right-hand sides of (3.9) satisfy the equation 

(3.11) oA = 8A + [(i/h)r, A] 

and the trivial "initial" condition 

(3.12) 

Equation (3.11) is fulfilled, since it means that DA = 0, so taking into 
account that A= Da we shall have DA= D(Da) = 0 because D is an 
Abelian connection. Further, 

o- 1
A = o- 1oa-o- 1(aa + [(i/h)r, a])= o- 1oa -a+ a0 

according to equation (3.10). The last expression is equal to 0 by Hodge
De Rham decomposition, since o- 1 a = 0. q.e.d. 

It is easily seen that for any a(y, h) E Wx with fixed x0 E M there 
0 

exists a flat section a(x, y, h) E Wv (not unique, of course) such that 
a(x0 , y, h) = a(y, h) . This fact implies that the centralizer of WD in W 
coincides with the center Z of W . In other words, if a section b E W 
commutes with any flat section a E Wv, then b E Z. Similarly, the 
centralizer of Wv in W ® A is Z ® A . 

Iterating equation( 3.10) we can effectively construct the section a E WD 
by its symbol a0 = a(a): 

_ i I i j 1£1{){) i j k 
a - a0 + 8ia0y + 'J.8i8jaoY y + 6vi j ka0y Y y 

I Im i j k 
- 24Riiklw amaoy Y Y + ... · 

If the curvature tensor is equal to 0 , iterations would give the explicit 
expansion 

L= i c~ ~ J'.l ) ;, i2 ik a= - v. v. · · ·v. a y y .. · y . 
k! 11 12 1k 0 

k=O 

It is clear that, provided Abelian connection D is fixed, flat sections form 
a subalgebra WD with respect to fiberwise Weyl multiplication o in the 
algebra W . Theorem 3.3 states that the map u: WD --+ Z is bijective. 
Thus, the inverse map <J - I : Z --+ WD has been defined. 

Now we can explain the construction of *-product in the space Z . 
Namely, by using the bijections a and <J - I associative product o in the 
algebra W is transferred to the set Z, i.e., we assume for a, b E Z 

( 3.14) 
-1 -I 

a* b = u(u (a) o u (b)). 

Using (3.13) it is easily checked that such defined *-product satisfies all the 
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conditions (i)-(iii), formulated in the introduction. However, as will be 
seen later, it is more convenient to use the subalgebra WD with o-product 
than the *-Product. Therefore later on we shall not mention *-product at 
all. The subalgebra WD will be called an algebra of quantum observables. 

4. An action of symplectomorphisms 

Let M ' w ' w ' a ' D ' WD denote, similar to those in the previous 
sections, a symplectic manifold, a symplectic form, the Weyl algebras bun
dle (and the algebra of its sections), a symplectic connection on M, the 
Abelian connection in the bundle W and the subalgebra of flat sections. 
For a symplectic diffeomorphism f: M ---. M the pullbacks f* of these 
objects are evidently defined (f* w = w since f is a symplectic map). 
For example, for a section a(x, y, h) E W we assume 

(J a)(x, y, h) = a(f(x), / y, h), 

f' being a differential of the map f . Since f is a diff eomorphism, both 
pullbacks f* and pushforwards f. = (f- 1 )* are defined for all geometric 
objects. 

Consider in more detail the action of symplectomorphisms f: M __,. 
M on connections. Let 8 be a symplectic connection considered as the 
connection in the bundle W according to (2. 7), and D be the Abelian 
connection corresponding to D by Theorem 3.2. Since f* and f* are 
evidently automorphisms of the algebra W , we can define the connections 
fj = f. a , D = f.D by the formulas 

fJa = f.(o(f* a)), Da = f.(D(f* a)). 

It is clear that jj is also an Abelian connection. The operators <5, <5- 1 and 
Weyl normalizing condition are invariant under diffeomorphisms. (Be
cause of the uniqueness of the solution of (3.3), (3.4), D corresponds to 
a ' i.e., D is obtained from a by Theorem 3.2. 

Theorem 4.1. The automorphism f. : W ---. W isomorphically maps 
the suba/gebra Wv onto the suba/gebra WD. Besides, if the symplectic 
connection a is invariant under f, i.e., if fJ = f.8 = a, then f. defines 
the automorphism of the algebra Wn . 

Proof The proof directly follows from the definitions. If a E WD , then 
f.a E Wv, since jj f.a = f. (Da) = 0. Further on, if <J = 8 , the property 

of the uniqueness of Theorem 3.2 implies that jj = D, WE= WD, i.e., f. 
is an automorphism of the algebra of quantum observables WD . q.e.d. 
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In particular, if G is a group of symplectomorphisms of M, and a 
is a G-invariant symplectic connection, then the corresponding Abelian 
connection is also G-invariant and the group G acts by automorphisms 
on the algebra of quantum observables Wv . 

In a general case, when 8 is not invariant with respect to f, it is 
nevertheless possible to define automorphism A 1 , corresponding to f, 
by using the fiberwise conjugation automorphisms. To do so introduce an 
extension w+ of the algebra W as follows: 

(i) Elements U E w+ are given by the series (2.1), but the powers of 
h can be both positive and negative. 

(ii) The total degree 2k +I of any term of the series is nonnegative. 
(iii) There exists a finite number of terms with a given nonnegative total 

degree. 
It is clear that w+ is also an algebra with respect to Weyl fiberwise 

multiplication, and the connections 8 and D act on sections a E w+ . 
Lemma 4.2. Let a E w+ and Da = 0 . Then a does not contain 

negative powers of h , i.e., a E WD c W c w+ . 
Proof Let a (a) = a ( x , 0 , h) . N onnegativeness of the total degree of 

series terms implies a(a) E Z, i.e., it does not contain negative powers 
of h. According to Theorem 3.3 a flat section is uniquely defined by its 
symbol a(a) E Z and thus belongs to WD. q.e.d. 

Like W the algebra w+ has the filtration with respect to the total 
degree 2k +I of series terms (2.3). 

Introduce a group, consisting of invertible elements of the algebra w+ 
with the leading term 1 having the form 

( 4.1) 
( 

. ) 00 ( • )k 1 
U=exp *H = L * k! HoHo···oH, 

k=O k 

where H E W3 . It follows from the Campbell-Hausdorff formula that 
such elements form a group. It is clear that the map 

00(")k1 (4.2) a1-tUoaoU-
1 =L X k![H,[H,··· ,[H,a],···]] 

k=O 

(the commutator is taken k times) is an automorphism of w+, which 
maps the algebra W onto itself. It is also clear that this map preserves 
the filtration but not the degrees of the series terms. 

Let D be the Abelian connection in the bundle W of the form (2.11 ), 
y satisfying Weyl normalizing condition y0 = 0. Automorphism ( 4.2) 
defines a new Abelian connection D by the rule 
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(4.3) Da = u 0 D(U- 1 0a0 U) 0 u- 1 = Da - [DU 0 u- 1
' a]. 

From (4.3) it follows that the form y, corresponding to the connection D 

and satisfying normalizing condition, has the form 

(4.4) y = y +Ay = y-DU 0 u- 1 +(DU0 u- 1
)0. 

Hence for the curvature we shall have 

i ~ i ( j ) ( i )
2 

i -I 710. = 710. + D 71AY + ~y = - 71 w + d(DU o U )0 . 

The last equality is obtained by using the relation 

-D(DU 0 u-1
) +(DU 0 u-1

)
2 = 0. 

The scalar form (DU o u-1
) 0 belongs to W2 0 A1 n Z, i.e., begins with 

the first power of h . Thus we obtain that the curvatures of these two 
connections D and i5 differ by an exact 2-form belonging to ( W2 @A 

2
) n 

z. 
Theorem 4.3. Let a , fj be two symplectic connections, and D , D be 

the Abelian connections corresponding to a , fJ by Theorem 3.2. Then 
there exists a section U E w+ of the form ( 4.1) such that 

~ -1 
D = D - [DU o U , ·]. 

Proof The connection D can be written in the form 

D = D + [(i/h)!iy, ·], 

where 
~ I 

Ay = 1 - 1 + r - r E W2 0 A 

satisfies Weyl normalizing condition (Ay)0 = 0. Hence for the curvature 

(i / h )Q of the connection D , 

.!_fi = .!_g + .!_D(Ay) + (.!_Ay) 
2 

h h h h 

Since this expression is to be equal to (i/h)O., we have 

(4.5) D(Ay) + (i/h)(Ay)
2 

= 0. 

Find the section U E w+ as a solution of the equation 
-1 

DU o U = -(i/h)Ay, 

which is equivalent to 
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(4.6) DU== -(i/h)Ay o U. 

Condition ( 4.5) is necessary for the solvability of equation ( 4.6) in w+ . 
Indeed, applying operator D , we get 0 on the left-hand side, since D2 U = 
0. Thus 

0 = -(i/h)D(!ly) o U + (i/h)!ly o DU. 

Substituting ( 4.6) for DU in the above equation, we obtain 

0 = -{(i/h)D(!ly) + ((i/h)!ly)
2

} o U, 

which is fulfilled according to ( 4.5). 
Let us show that condition ( 4.5) is also sufficient for the solvability of 

equation ( 4.6). Rewrite ( 4.6) in the form 

oU = (D + o)U + (i/h)!ly o U 

and apply the operator J- 1 to both sides of the equation. Taking U0 = 1 
and using the Hodge-De Rham decomposition, we get 

( 4.7) 
-1 

U = 1 + o {(D + o)U + (i/h)!ly o U}. 

Since the operator D + J =a+ [(i/h)r, ·] does not change the filtration, 
multiplication by ( i / h )!ly in w0+ 0 A 1 does not change the filtration 
either, and o- 1 raises the filtration by 1 , the iterations of equation ( 4. 7) 
give a unique solution. The resulting solution is an invertible element of 
the algebra w+ ' since its leading term is equal to 1 . 

Conversely, let us show that the solution of equation ( 4. 7) satisfies ( 4.6). 
Let 

A= DU+ (i/h)!ly o U. 

Then 

(4.8) 

according to ( 4. 7). Further we have 

i i 
DA = h(D!ly) o U - h!ly o DU 

= * { (DAy) + *(Ay)2
} o U - *Ayo {DU+ *!ly o U} , 

Hence, in consequence of ( 4.5), A satisfies the equation 

(4.9) DA+ (i/h)!ly o A= 0. 

So, using reasoning similar to Theorem 3.2, we get A= 0. Indeed, equa
tion ( 4.9) together with condition ( 4.8) gives 

463 



464 

GEOMETRICAL CONSTRUCTION OF DEFORMATION QUANTIZATION 227 

A= o-
1
((D + o)A + (i/h)Ay o A). 

Thus the iterations yield a trivial solution. 
The solution of equation ( 4.6) is not unique. Let V be another solution. 

Then for u- 1 
o V we get 

D(U-l 0 V) = -u-l 0 DU 0 u-l 0 v + u-1 
0 DV 

-1 -1 
= u o U / h )D.y o v - u o (i / h )D.y o v = o . 

Consequently, u- 1 
0 v = c E WD ' and the two solutions of equation 

( 4.6) differ by the factor C, which is an invertible flat section. 
Let us finally show that the solution can always be chosen in the form 

( 4.1) with H E Jf3 . Introduce the section 

00 ( l)k+l 
(4.10) H = -ihln U = -ihln(l+(U-1)) = -ih L - k (U-l)k, 

k=l 

where powers are understood with respect to the multiplication o . Since 
U - 1 E W1 , the series converges with respect to filtration in w+ and 
defines the section HE W3+. Multiplying U by the proper factor C =ea 
to the right (a E WD and the exponent is calculated in the algebra WD) 
we can always achieve H0 = 0 . Indeed, if H0 E W4 n Z is not equal 
to 0 , then by Theorem 3.3, we can construct a E WD n W4 , such that 
a(a) = H0 • Taking in (4.10) U oe-a instead of U, we get a new section 
H, for which H0 E ~nz. Repeating this procedure, we shall get sections 
H with H0 having higher and higher degree so that in the limit we obtain 
H with H0 = 0 . Let us show that this section belongs not only to w3+ 

but also to U1J as well. Indeed, derivating the exponent U = exp((i/h)H) 
and substituting into equation ( 4.6) we obtain 

DU 
0 

u-1 = exp(ad((i/h)H)) - 1 i DH= _!:_!!J. 
ad((i/h)H) h h y' 

where ad((i/h)H) = [(i/h)H, ·]. This gives an equation for H, which 
can be written in the form 

ad((i/h)H) 
oH = exp(ad((i/h)H)) - 1 Ay + (D + o)H · 

Applying o-1 and using H0 = 0, we shall get, according to Hodge
DeRham decomposition, 

-1 ( ad((i/h)H) ) 
H = 0 . exp(ad((i/h)H)) - 1 D.y + (D + o)H . 

Since Ay E W2 ®A1 
, all the iterations will give elements of Jt; , so that the 

section H belongs to US . Hence the theorem has been proved. q.e.d. 
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Now if we are given a symplectic diffeomorphism f: M - M , then 
an automorphism A 1 : W ----> W , mapping the subalgebra WD onto itself, 
can be associated with f in the following way. 

Let a be a symplectic connection on M , and D be the Abelian con
nection in the bundle W, corresponding to a by Theorem 3.2. Let, 
further, fJ = J:.8 and D = J:D be pushforwards of 8 and D under 
diffeomorphism f. Since Weyl curvatures of D and D both are equal 
to -(i/h)w according to Theorem 3.2, by Theorem 4.3 there exists the 
section U E w+ of the form ( 4.1) such that the connection D goes to the 
connection D under conjugation automorphism (4.2). So automorphism 
A 1 defined by the relation 

(4.11) A1: at-> U o (f.a) o U- 1 

maps the sections of WD to the sections belonging to WD . 
Generally speaking, these automorphisms do not satisfy natural cocycle 

condition 

(4.12) A.t;AJ;A.t; =id, 

if / 1/ 2/ 3 =id. However, we can state that the left-hand side of (4.12) is 
the conjugation automorphism by the section u = ul 0 Ii. ( u2 0 J;. U3) E 
w+ of the form (4.1). 

Lemma 4.4. Let conjugation automorphism ( 4.2) map the subalgebra 
WD onto itself Then locally there exists a function rp such that U e" E WD . 

Proof For any U E WD we have Aa = U o a o U- 1 E WD. Then 

-I -1 -I -I 
0 = D(U o a o U ) =[DU o U , U o a o U ] + U o Dao U , 

wherefrom it follows that 
-I -I 

[DU o U , U o a o U ] = 0. 

Thus, the form If/ = DU o u- 1 commutes with any section U o a o u- 1 E 

WD, i.e., it is the central form. This form is closed since 

dl{I = D(DU 0 u- 1
) =(DU 0 u- 1

)
2 =If//\ If/= 0. 

So, locally :f/ = d<p, and 

D(Ue-")erp o u- 1 =DU o U- 1 
- d<p = 0, 

which means that the section U e -rp is flat in w+ and then, according to 
Lemma 4.2, it automatically belongs to W. 
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Corollary 4.5. Automorphism A J; A 12 A J; , where f.. J;_J; = id, locally is 
an inner automorphism of the algebra W . 

5. A trace in the algebra of quantum observables on R2
n 

In this section we shall consider the case M = R2
n with the standard 

symplectic structure. The standard symplectic form has constant coef
ficients, therefore we can take the operator of exterior derivation as a 
symplectic connection. The Abelian connection D in the bundle W = 
W(R2n), corresponding to d by Theorem 3.2, has the form D = -J +D. 
In this case the isomorphism a - t and the multiplication * have a very 
simple explicit form 

-I ~ 1 (a) h a a : a(x, h) .- a(x + y, h) = Li 1 a a(x, )y , 
a. 

ial=O 

(5.1) a* b =exp (-i
2
h (JP~ a j) a(x, h)b(y, h)ly=x 

ax By 

00 ( 'h)k 1 !'lk [)kb =I: _:_ -(J/1j1 ... (J/kjk . v a . . .. 
2 k! ax11 ••• 8x1i f)x11 ••• oxh 

k=O 

Definition 5.1. The trace in the algebra Wv(R
2n) is the linear func

tional defined on the ideal W~omp(R2n), consisting of the flat sections 
with compact support by formula 

(5.2) 1 1 (J)n 
tra = (2 h)n a(a)-1 • 

7r R2n n. 
Thus the trace has values in Laurent formal series in h with negative 
powers of h not greater than n, i.e., 

00 

~hk-n tra = ~ ck. 
k=O 

Lemma 5.2. The trace has the property 

(5.3) traob=trboa, 

where a E W;'mp(R2n), b E W(R2n). 
Proof Since a(a ob) = a(a) * a(b), according to (5.1) it is sufficient 

to check the equality 

{ aka ak b n { aka ak b n 

}R2" 0Xi1 • • • OXik 8Xj1 • • • ajk W = jR2" 8Xj1 • • • OXjk axi1 • • • oXik W ' 

which is easily verified by integrating by parts. q.e.d. 
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We shall prove that property (5.3) implies the invariance of the trace 
under isomorphisms A 1 , considered in §4. For an open contractible set 

0 c R2
n we shall denote the algebra of flat sections with support in 0 

by w~omp ( 0) . Let f be a symplectic diffeomorphism, defined on 0 and 
mapping it onto the open set f ( 0) , and let A 1 : W~omp ( 0) - w;mp (f ( 0)) 
be an isomorphism corresponding to f by formula ( 4.11 ). 

Theorem 5.3. For any a E w;mp ( 0) , 

(5.4) 

Proof For the proof we construct a family a(t), t E [O, 1], of flat 
sections with compact support such that a(O) = a, a( 1) = A 1a, satisfying 
the Heisenberg equation 

(5.5) iz(t) = (i/h)[H(t), a(t)], 

with the Hamiltonian H(t) E Wn(R2n) . Then according to (5.3) we have 

d i 
dt tr a(t) = h tr[H(t), a(t)] = O, 

wherefrom it follows that tr a(t) = const. 
Lemma 5.4. Let J; be a family of symplectic dijfeomorphisms of the 

open set 0 and let 

A
1

: w;mp(O) - W~omp(J;(O)) c w;mp(R2n) 

be the corresponding family of isomorphisms 

(5.6) 

Then a(t) = Ata satisfies equation (5.5) with the Hamiltonian H(t) E 

WD(R2n). 

Proof of the Lemma. We have 

( 5. 7) 
· -I · -I -1 

a(t) = V1 o Vt o a(t) - a(t) o U1 o V1 + U1 o (J;.a) o ~ . 

Denoting the map, inverse to J; by g
1

, we shall have 

_ d ( a gt ( x) ; ) _ (!. a a ) . j ( a a ) a k{ ; (J;.a) - dta g/x)' axi y 'h - I• 8xj g, J;. ayj 8x;Y . 

Since the section a is flat, 8a/8xj = 8a/8yj, so that the last expression 
can be written in the form 
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f, ( aa) ( .1 ag/ ;) a a/' ( .1 &g/ 1) 
t• ayi gt + axi y = f)yk u;.a) axi g + &xi y 

_ i [ ; a I (. 1 1 a gf 1)] - h fr.a, W;kY axJ g + 2 &xi y 

Here we have used the fact that for a symplectic map f the expression 
w;1u;(8 /' /8x1)(a g{ /8x1)v1 is symmetric with respect to u, v E R2

n. 

Substituting into (5.7), we get equation (5.5), where H(t) belongs to w
1
+ 

but is, generally speaking, not a flat section. We will show that it is possible 
to pick H(t) E WD(R2n). Applying the operator D to the both sides of 
(5.5) and taking into account that Da(t) = 0 we get (i/h)[DH(t), A

1
a] = 

0. Being fulfilled for any a E w_;mp(O), this equation means that DH(t) 
is a central (i.e., scalar) 1-form 'I', which is closed because 

dl/f = Dl/f = D(DH) = 0. 

Hence, l/f = drp, where rp1 = rp1(x, h) is a scalar function, which is 
uniquely defined if subjected to the normalizing condition rp 1Cf;(x0)) = 0, 
where x0 E 0 is any fixed point. Replacing H(t) by H(t) - rp 1 we do 
not change equation (5.5), as rp

1 
belongs to the center, and, on the other 

hand, D(H(t) - rp
1

) = 0, i.e., H(t) = rp 1 is a flat section. q.e.d. 
Let us proceed to prove the theorem. According to the lemma, it is 

sufficient to construct a family of symplectic diffeomorphisms J; , so that 
fo = id , and J;_ = f. Besides, we may confine ourselves to a sufficiently 
small neighborhood Ox of an arbitrary fixed point x0 E 0 . A general 

0 
case would be obtained by using a partition of unit subordinated to a 
sufficiently fine covering of a compact set supp a . 

The desired deformation fr is constructed in two steps. At the first 
step, consider the linear part L 1 of the map f at the point x0 given by 

of(Xo) i i 
L 1x = f(x0 ) + . (x - x0). 

8x1 

Since the group of linear symplectic transformations is connected, there 
exists a deformation, connecting the identity map with L 1 . At the second 

step, consider a nonlinear map Lj1 f(x). In a sufficiently small neigh
borhood of x0 it is close to the identity map, so it may be given by a 
generating function S(z) according to the formulas 

(5.8) 
; ; ;18S(z) 

x=z+w ., 
{)zl 

Ji( ) ; ;18S(z) 
X=Z-W .. 

az1 
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From (5.8) we get 

(5.9) z = x + {(x) , 

It is easy to see that the 1-form on the right-hand side of the second 
equation of (5.9) is exact. Indeed, its exterior differential is equal to 

wiJ(d/ - dxi) /\ (df1 + dxJ) = wiJd/ /\ dfJ - wiJ dxi /\ dxJ 

+ wiJd/ /\ dx1 
- wiJ dxi /\ dj1. 

The first two summands give 0 , since f is a symplectic diffeomorphism. 
The second two summands also give 0 , because 

wiJ dx; /\ d/ = -wiJ dj1 /\ dxi = wJi d/ /\ dxi. 

Thus, (5.9) determine the generating function S(z), provided the first 
equation of (5.9) determines a diffeomorphism x 1-+ z, which is just so in 
a sufficiently small neighborhood Ox . Besides, we have S(z) = O(lzl 3

). 
0 

Replacing the function S(z) in (5.8) by the functions tS(z), t E [O, 1), 
we shall have the desired deformation J;(x) in the sufficiently small neigh
borhood Ox by formulas (5.8). 

0 

Remark. If f is a linear transformation fJ (x) = A~xJ with a sym-

plectic matrix A~, formulas (5.8), (5.9) give the Cayley transformation. 

6. A localization and a trace 
In this section we construct a trace in the algebra WD(M) on an arbi

trary symplectic manifold M. The basic tool is a localization, i.e., a rep
resentation of the algebra Wv(M) by a compatible family of the algebras 
of quantum observables in R2

n • We shall denote the standard symplectic 
form on R2n by w0 and the Abelian connection -~ + d in W (R2n) by 
Do. 

Let {OJ be a locally finite covering of the manifold M by local Dar
boux charts, {pi(x)} be a partition of unity subordinated to this covering, 
and xi: O; ~ R2

n be coordinate maps. For a given symplectic connection 
a and the corresponding Abelian connection D in the bundle W = W ( M) 
consider the algebra WD ( M) of flat sections determined on M and its sub
algebra W~omp(O;), consisting of flat sections with supports in O;. Using 
the constructions of §4 we may define isomorphisms 

(6.1) A;: W~omp(O;) ~ w~:mp(X;(O;)) 
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of the form ( 4.11 ). More precisely, for a E wiomp( Oi) we take its push
forward Xi.a, which is a flat section in Wcomp(R2n) with respect to the 

. D~ D . Wcomp ( )) f connection ; = X;. , i.e., X;,.a E 'D. (X; O; . A ter that we pass 
~ I 

from the connection D; to the connection D0 using the conjugation au-
tomorphism. Finally we get 

A W comp(O) U ( ) -1 Wcomp( ( 
i: D i 3a1--t i 0 Xi .. a oUi E Do xi Oi)). 

We shall call Ai coordinate isomorphisms. 
For the algebra W~omp(O; n 0

1
) we have two coordinate isomorphisms 

A; and A
1

, and thus transition isomorphisms are defined as follows: 

(6 2 -I W:comp( comp( ) 
. ) Ai}= A;Aj : Do Xj(Oi n 0))-+ WDo X;(Oi n 0) . 

From (6.2) it immediately follows that AiJ satisfies a cocycle condition 

( 6.3) AiJA ikAki =id 

in the algebra W~mp ( O; n OJ n Ok) . 

Using Theorem 3.3 we can construct the flat sections pi = a- 1
(p;) E 

w~omp(O;), which form a partition of unity in the algebra WD(M). Indeed 

2;:/Ji = 2;:0'-\pi) = a-
1 (LPu) = 0'-

1
(1) = l. 

I I I 

So, we obtain a set of flat sections 
~ comp ( 2n) (6.4) a.=A.(p.oa)EWD (x.(O.))cWD R 

I I I 0 I I O 

corresponding to the flat section a E WD ( Oi) . We shall call this set a local 
representation of the section a , or shorter a localization. It is clear that 

~A-I i a= L.J; ; a . 
Definition 6.1. A trace in the algebra WD(M) is a linear functional 

defined on an ideal W~omp(M) with values in Laurent formal series, con
taining negative powers of h not greater than n = ! dim M . For any 
a E w_;mp(M) and b E WD(M) the equality 

( 6.5) tr a ob= tr boa 

must be fulfilled. 
Theorem 6.2. A trace in the algebra WD(M) does exist. 
Proof For a given coordinate covering { O;} and a partition of unity 

{P;(x)} take 

(6.6) tra;;::: I:tra; = I:tr A;(P; o a), 
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where a E WD(M) and the traces trai are given by formula (5.2) in 

w~omp(R2n). We should check the correctness of the definition, i.e., inde-
o 

pendence of the choice of a covering, a partition of unity, and coordinate 
isomorphisms A;, and then prove property (6.5). 

Let us prove the independence of the choice of coordinate isomor
phisms. Let a E w;mp(O) be a flat section with a support in the co
ordinate neighborhood 0 c M , x and x' be two coordinate diffeomor
phisms 0 --+ R2

n, and A and A' be the corresponding coordinate iso
morphisms, mapping w;mp(O) onto w;mp(x(O)), W~omp(x'(O)) re-

o 0 

spectively. Then the symplectic map f = x' x -• : x ( 0) --+ x' ( 0) and the 
corresponding isomorphism A1 : W~omp(X(O)) --+ wiomp(x'(O)) are de-

o 0 
fined. According to Theorem 5.3 we have 

(6.7) tr A 1 Aa = tr Aa . 

Generally speaking, the automorphisms A 1A and A': W~omp ( 0) -+ 

W~omp (x' ( 0)) do not coincide. However they differ by an inner automor-
o 

phism of the algebra w;mp(x'(O)) (see Corollary 4.5), i.e., there exists 
0 

a section S E w;:mp (X' ( 0)) , such that A1Aa = S o (A' a) o S- 1 
• Hence, 

according to property (5.3) of the trace in the algebra WD (R2n) we get 
0 

I -1 I 
tr A1Aa = trS o (A a) o S =tr A a, 

as desired. The independence of a covering and a partition of unity is now 
proved in a standard way, i.e., by passing to a refined covering { D; n Oj} 
and the corresponding partition of unity {P;P). 

so 

Let us prove the equality (6.5). We have 

i ,j 

i ,j 

i ,j 

= trb o a, 

a o b = L (pi o a) o (p j o b) , 
i 'j 

i ,j 

i ,j 

which proves the theorem. 
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7. Generalizations 

The above constructions of the deformation quantization and the trace 
in the algebra of quantum observables allow different generalizations. 

Quantization with coefficients in Hom(E, E). An evident generaliza
tion consists in considering matrix coefficients. No change is necessary, 
except that in the definition of the trace (5.2) a matrix trace under integral 
sign must be taken. A less evident generalization is obtained if we admit 
that the coefficients ak i ... ; 

1 
.... 

1
. (x) of series (2.3), (3.4) take values in a 

' 1 p, I q 

bundle Hom(E, E) , where E is a vector bundle over M . Let us consider 
this case in more detail. 

Let as be a symplectic connection on M, and aE be a connection in 
the vector bundle E. Then {) = as ® 1 + 1 ® aE defines the connection in 
Weyl algebras bundle W ®Hom(E, E); we will denote this bundle by W 
as before for short. We shall look for Abelian connection D in the bundle 
W in the same form as in (3.1). The same equation (3.3) is obtained for 
r , R being now equal to 

h E i d j l s i jd k d l ( /2)Rii dx /\ x + 4RijkJY y x /\ x , 

where the first term is the curvature of 8E, and the second one is the same 
as in (2.11 ); the superscript s means "symplectic". Theorems 3.2 and 3.3 
are completely valid in this case. 

As to the action of symplectic diffeomorphisms, the results of §4 are 
also valid with some modifications. Let is: M -+ M be a symplectic 
diffeomorphism of M, and is*E = (is-')* E be a pushforward of the 
bundle E under is , i.e., (is- 1

) * is an induced bundle. Let a fiberwise 
homomorphism <P: (is*E) -+ E be given as well. Then the formula 

(7 .1) 

defines a lifting of the map fs onto a bundle space Hom(E, E). We 
define the pushforward of a section a(x, y, h) E W ® Hom(E, E), by 
assuming 

So, if lifting ( 7 .1) is given, the pushforwards and pullbacks of the sections 
and the connections a and D are defined as in §4. 

In the case of coefficients in Hom(E, E) localization, considered in §6, 
is constructed as before with some modifications. More exactly, not only 
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a coordinate mapping Xs: 0.-+ R2n is to be given, but the trivialization of 
the bundle E as well. The trivialization defines a lifting x of Xs , so that 
sections of Hom(E, E) over 0 go to matrix-valued functions on Xs(O) 
and allow us to define coordinate isomorphisms 

A: W~omp-+ w;mp(Xs(O)), 
0 

and then a trace can be defined as before by formulas (6.6), (5.2) with the 
matrix trace under integral sign in (5.2). 

Deformation quantization of regular Poisson manifolds. As mentioned 
in the introduction, a regular Poisson manifold has a symplectic foliation. 
It means that it is possible to introduce local coordinates (Darboux coor
dinates) 

I 2 2n 2n+l m 
'x ; 2n = rank(tiJ), m = dimM, X,X, 00 ·,X ,X 

in which the components of Poisson tensor tiJ have the form 

ti, i+n = l , 1i+n, i = - l ; i=l,2, ... ,n, 

and the rest of its components are equal to 0 . The leaves F of the foli
ation are locally defined by equations xk = const , k = 2n + 1 , · · . , m , 
and the form ro = L:7= 1 dxi /\ dxn+i defines a symplectic structure on the 
leaves. Thus the regular Poisson manifold can be locally considered as a 
family of symplectic manifolds depending on parameters x 2

n+l, · · · , xm. 
The quantization construction, given in §§2, 3, smoothly depends on pa
rameters and is local, so it is evidently valid for the case of regular Poisson 
manifolds. 

More precisely, the construction looks as follows. We consider a tangent 
bundle T F along the leaves and the exterior algebra AF = A(T* F). A 
homomorphism i* : T* M -+ T* F is defined, induced by a local embed
ding of the leaf i: F -+ M. In Darboux local coordinates we introduce 
the natural basis of vector fields ek = 8 /axk (k = 1, · · · , 2n) tangent 
to the leaves and the dual basis () = ( () 1 

, • · • , ()
2n) in T* F . Instead of 

series (2.4) we will now consider the series 

a= L hkak,p,q 
2k+p~O 

k . . . . 
= "' h a . . . . (x)y 11 

• • • y'p dx11 
/\ • • • /\ dx1q ~ k, 11 ·""Ip ,J, ···Jq ' 

2k+p~O 

(7.3) 

where the terms ak ,p. q are the sections of SP ( T F) ® A q ( T* F) , x E M, 
the range of the indices ik, jk is from 1 to 2n. Such series form an 
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algebra with respect to the fiberwise multiplication o (the exterior product 
of ej and Weyl product (2.2) for monomials in y 's). The algebra of 
such series will be denoted by W ®AF. The operators <5, 6*, 6- 1 are 
introduced similar to (2.5) as follows: 

(7.4) 

k aa 
6a = e f\-· 

{)yk' 

~-I I ~· u ak = --u a ,p,q p+q k,p,q' (p + q > 0); 
-1 

<5 ak o o = 0, 

and have the same properties, including Hodge-De Rham decomposition. 
We shall also need a Poisson connection along the leaves a: C00 (TF)-+ 

C00 (TF ®A~). For such a connection, its local restriction on each leaf 
gives a symplectic connection on the leaf. For the sake of completeness 
let us give the construction of such a connection. 

Let V be an arbitrary connection in the bundle T F over M . Let 
us denote the indices ranging from 1 to 2n by Roman letters and those 
ranging from I to m by Greek letters. In Darboux local coordinates we 
have 

i jri d a 
'Ve = e ja x . 

Restricting it to the vectors tangent to the leaves, we get a connection 'VF 

along the foliation 
; j ; k 

(7.5) '\7 Fe = e f'jk0 , 

the Jacobian matrix of the transition diffeomorphism between two Dar
boux local charts 

r: /() p 
p =ax ;ax 

has a triangular form, because 
la i 2 1 ax /ox = 0, a= n + ' ... , m' 

and its upper left block (Jj) gives a transition function of the bundle 
T F . Hence, a skew-symmetric part of the connection coefficients defines 
a tensor rLk} in the bundle T F (a torsion tensor), since a!) /8xk = 
8 2 //axj axk are symmetric with respect to j, k. Thus, symmetrizing 
the coefficients r~k in (7.5), we get a new torsion-free connection VF 
along the foliation. 

Finally we find a tensor Af'~k , which is symmetric in lower indices and 

such that the connection f) = VF + f'~k Ok preserves the tensor W ij inverse 

to tii . We have 

akw .. = (Vp)kw .. - ~P'kw . - .1~kw. = o, 
l) l} I Pl J IP 
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wherefrom we obtain the equations 

(7.6) 

for Arijk = wipAr~k. In Darboux local coordinates 

(VF)kw .. == P.'kw . + F.kw. = r. 'k - r .. k, 
l) l Pl J IP l} JI 

f~k being the coefficients of V7 F. A partial solution of system (7.6) is 
given by 

(7.7) Arijk = !(2fiik - fjki - f kij), 

(the general solution is obtained by adding to (7. 7) any completely sym
metric 3-tensor). 

Thus, we obtain the connection 8 along the leaves in the bundle T F 
such that its restriction to any leaf gives a symplectic connection on the 
leaf. According to ( 7. 7) it smoothly depends on the coordinates x 2

n+ 
1 

, • • • , 

xm , which are parameters, defining the leaf. Theorems 3.2 and 3.3 give a 
smooth dependence on these parameters and thus define quantization for 
regular Poisson manifolds. 

As for the results of §§4, 5, 6 it is not quite clear whether a reason
able generalization of these results for regular Poisson manifolds could be 
made. 
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The Wigner phase-space distribution function provides the basis for Moyal' s deformation quantization 
alternative to the more conventional Hilbert space and path integral quantizations. The general features of 
time-independent Wigner functions are explored here, including the functional ("star") eigenvalue equations 
they satisfy; their projective orthogonality spectral properties; their Darboux ("supersymmetric") isospectral 
potential recursions; and their canonical transformations. These features are illustrated explicitly through 
simple solvable potentials: the harmonic oscillator, the linear potential, the Piischl-Teller potential, and the 
Liouville potential. [S0556-2821(98)00714-0] 

PACS number(s): 11.15.Tk, 03.65.Db, 04.20.Fy, 05.30. -d 

I. INTRODUCTION 

Wigner functions have been receiving increasing attention 
in quantum optics, dynamical systems, and the algebraic 
structures of M theory [I]. They were invented by Wigner 
and Szilard [2], and serve as a phase-space distribution alter
native to the density matrix, to whose matrix elements they 
are related by Fourier transformation. The diagonal, hence, 
real, time-independent pure-state Wigner function f(x ,p) 
corresponding to the eigenfunction 1/1 of Hi/I= El/J, is 

These functions are not quite probability distribution func
tions, as they are not necessarily positive-this is illustrated 
below. However, upon integration over p or x, they yield 
bona fide positive probability distributions, in x or p, respec
tively. 

Wigner functions underlie Moyal's formulation of quan
tum mechanics [3], through the unique [ 4,5] one-parameter 
(Ii) associative deformation of the Poisson-brackets structure 
of classical mechanics. Expectation values can be computed 
on the basis of phase-space c-number functions: given an 
operator A(x,p), the corresponding phase-space function 
A(x,p) obtained by p~p. x~x yields that operator's ex
pectation value through 

(A)= f dxdpf(x,p)A(x,p), 

*Electronic address: curtright@phyvax.ir.Miami.edu 
tElectronic address: David.Fairlie@durham.ac.uk 
*Electronic address: zachos@hep.anl.gov 

(2) 

assuming the usual normalization f dxdpf(x,p) = 1 and fur
ther assuming Weyl ordering, as addressed by Moyal, who 
took matrix elements of all such operators: 

A(x,p)= ( 2 ~) 2 f dTdudxdpA(x,p) 

Xexp[ir(p-p)+iu(x-x)]. (3) 

Wigner functions are c numbers, but they compose with 
each other nonlocally. The properties of these compositions 
were explored in, e.g., [6,7], and were codified in an elegant 
system in [5]: to parallel operator multiplication, the Wigner 
functions compose with each other through the associative 
star product 

(4) 

Recalling the action of a translation operator exp(aax)h(x) 
=h(x+a), it is evident that the * product induces simple 
"Bopp" shifts: 

(5) 

etc., where a and a here act on the arguments off and g' 
respectively. This intricate convolution samples the Wigner 
function over the entire phase space, and thus provides an 
alternative to operator multiplication in Hilbert space. 

Antis ymmetrizing and symmetrizing the star product, 
yields the Moya! (sine) brackets [3] 

(6) 

0556-2821/98/58(2)/025002( 14 )/$15.00 58 025002-1 © 1998 The American Physical Society 
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and Baker's [6] cosine brackets 

(7) 

respectively. Note [7,8] that 

J dpdxf*g= J dpdxfg. (8) 

Further note the Wigner distribution has a *-factorizable in
tegrand: 

f(x,-2p)= 217r I dy[l/l*(x)eiYP]*[l/J(x)eiYP]. (9) 

In general, a systematic specification of time-dependent 
Wigner functions is predicated on the eigenvalue spectrum 
of the time-independent problem. For pure-state static distri
butions, Wigner and, more explicitly, Moya! showed that 

{{H(x,p ),f(x,p }}}=O; (10) 

i.e., H and f * commute. However, there is a more powerful 
functional equation, the "star-genvalue" equation, which 

holds for the time-independent pure-state Wigner functions 
(lemma 1), and amounts to a complete characterization of 
them (lemma 2). 

We will explore the features of this *-genvalue equation, 
and illustrate its utility on a number of solvable potentials, 
including both the harmonic oscillator and the linear one. 
The * multiplications of Wigner functions will be seen to 
parallel Hilbert-space operations in marked detail. The 
Piischl-Teller potential will reveal how the hierarchy of fac
torizable Hamiltonians familiar from supersymmetric quan
tum mechanics finds its full analogue in * space. We deter
mine the Wigner function's transformation properties under 
(phase-space volume-preserving) canonical transformations, 
which we finally elaborate in the context of the Liouville 
potential. 

II. *-GENV ALUE EQUATION 

Lemma 1. Static, pure-state Wigner functions obey the 
*-genvalue equation 

H(x,p)*f(x,p)=Ef(x,p). (11) 

Without essential loss of generality, consider H(x,p) 
=p 2!2m+V(x), 

= 2

1
7r J dy[(p-i~ax)2/ 2m+v(x+~y)]e-•YPl/J*(x-~y)l/J(x+~y) 

= 2

1
7rJ dye-iyp[(iay+i~axr/ 2m+v(x+~y)]l/l*(x-~y)l/J(x+~y) 

= 2

1
7r f dye-iYPl/l*(x-~y)El/l(x+~y)=Ef(x,p), (12) 

since the action of the effective differential operators on I/I* turns out to be null, and, likewise, 

=Ef(x,p). 

Thus, both of the above relations (10) and lemma 1 obtain.• 
This time-independent equation was introduced in Ref. 

[7], such that the expectation of the energy H (x ,p) in a pure 
state time-independent Wigner function f(x,p) is given by 

f H(x,p)f(x,p)dxdp=E f f(x,p)dxdp. (14) 

On account of the integration property of the star product, 
Eq. (8), the left-hand side of this amounts to 
fdxdpH(x,p)*f(x,p). Implicitly, this equation could have 

(13) 

been inferred from the Bloch equation of the temperature
and time-dependent Wigner function, in the early work of 
[9]. *-genvalue equations are discussed in some depth in the 
second reference of Ref. [5] and in [10]. 

By virtue of this equation, Fairlie also derived the general 
*-orthogonality and spectral projection properties of static 
Wigner functions [7]. His results were later formalized in the 
spectral theory of the second of Ref. [5] [e.g., Eq. (4.4)]. 
Consider g corresponding to the (normalized) eigenfunction 
I/lg corresponding to energy Eg. By lemma 1 and the asso
ciativity of the * product, 

025002-2 
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f*H*g = E1f*g = Egf*g. (15) 

Then, if E g * E f, this is only satisfied by 

f•g=O. (16) 

N.B. The integrated version is familiar from Wigner's paper, 

f dxdpf•g= f dxdpfg=O, (17) 

and demonstrates that all overlapping Wigner functions can
not be everywhere positive. The unintegrated relation intro-

( 
in • ) ( in ~ ) f(x,p}•g(x,p}=f x,p-2 ax g x,p+ 2 ax 

PHYSICAL REVIEW D 58 025002 

duced by Fairlie appears local, but is, of course, highly non
local, by virtue of the convolving action of the * product. 

Precluding degeneracy, for f= g, 

(18) 

which leads, by virtue of associativity, to the normalization 
relation [ 6] 

f*frxf. (19) 

Both relations (16) and (19) can be checked directly: 

= ( 2 ~) 2 J dyif1J( x- ~Y) i/lA x+ ~Y) e-;y[p-(i1it2)a,1 J dYe-iY[p+(;M2)a,11/1;( x- ~ y) I/lg( x+ ~ y) 

= ( 2 ~) 2 f dydYe-i(y+Y)pi/lJ( x- ~y+~Y) 1/11( x+ ~y+ ~y) if1;( x- ~Y- ~y )I/lg( x+~Y- ~y) 

=[
2

1
1T f d(Y+y}e-i(y+Y)pif1;(x-~(Y+y))i/11(x+~(y+Y))] 

x[~ J d(n(Y2-y))if1;(~cr-y))i/lg(~cY-y})]. (20) 

The second integral factor is 0 or llh, depending on f* g or 
f= g, respectively, specifying the normalization f* f= fl h in 
Eq. (19). In conclusion, 

Corollary 1. fa*fb= llhoa.bfa. 
These spectral properties are summoned up by their own 

necessity; much of their meaning, nevertheless, resides in 
their margins: For nonnormalizable wave functions, the 
above second integral factor may diverge, as illustrated be
low for the linear potential, but the orthogonality properties 
still hold. 

Thus, e.g., for an arbitrary function(al} F(z), 

F[f* ]f= F(llh )f, (21) 

and, for * genfunctions of lemma 1, 

F[H•]f=F(E}f. (22) 

Baker's converse construction extends to a full converse 
of lemma 1, namely, the following lemma. 

Lemma 2. Real solutions of H(x,p)*f(x,p)=Ef(x,p) 
[=f(x,p)•H(x,p)] must be of the Wigner form, 
f= f dye-iyp i/l*[x- (n/2)y] i/l[x+ (hl2)y ]121T, such that 

Hif1=Ei/1. 
As seen above, the pair of •-eigenvalue equations dictate, 

for f(x,p) = J dye-iYPJ(x,y), 

I dye-iyp[ _ _2__ (a+~ a )
2 

2m y-2 x 

This constrains f(x,y) to consist of bilinears i/l*[x 
-(n/2)y] i/l[x+ (n/2)y] of unnormalized eigenfunctions 
if1(x) corresponding to the same eigenvalue E in the Schri:i
dinger equation with potential V. • 

These two lemmata then amount to the statement that, for 
real functions f(x ,p), the Wigner form is equivalent to com
pliance with the •-genvalue equation (real and imaginary 
part). 

III. EXAMPLE: THE SIMPLE HARMONIC OSCILLATOR 

The eigenvalue equation of lemma 1 may be solved di
rectly to produce the Wigner functions for specific potentials, 
without first solving the corresponding Schri:idinger problem 
(as in, e.g., [11]). Following [7], for the harmonic oscillator, 
H=(p2 +x2)/2 (with n= 1, m= 1), the resulting equation is 

025002-3 
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By virtue of its imaginary part (xaP - pB,)f= 0, f is seen to 
depend on only one variable, z=4H=2(x2+p2), and so the 
equation reduces to a simple ordinary differential equation; 

(25) 

Moreover, setting f(z) = exp(-z/2)L(z), this yields 

( za;+(l-z)a,+E- ~)L(z)=O, (26) 

which is the equation satisfied by Laguerre polynomials Ln 
=e'a"(e-'z"), for n=E-112=0,1,2,. . ., so that the un
normalized Wigner eigenfunctions are 

fn=e-ZHLn(4H), 

L0 =1, L 1=1-4H, L2 =I6H2 -16H+2,. ... 

(27) 

Note that the eigenfunctions are not positive definite, and are 
the only ones satisfying the boundary conditions, f(O) finite 
and f(z)__,O, as z__,oo, 

In fact, Dirac's Hamiltonian factorization method for al
gebraic solution carries through (cf. [5]) intact in * space. 
Indeed, 

1 1 
H= 2(x-ip)*(x+ip)+ 2' 

motivating the definition of 

Thus, noting that 

and also that, by the above, 

1 
at,,,_(x-ip). 

v'1 

I 2 2 
a*fo=-(x+ip)*e-(x +p >=o 

v'2 

(28) 

(29) 

(30) 

(31) 

provides a *-Fock vacuum, it is evident that associativity of 
the * product permits the entire ladder spectrum generation 
to go through as usual. The * genstates of the Hamiltonian, 
such that H*f=f*H, are thus 

fnrx(a t * )"fo( *a)"· (32) 

These states are real, like the Gaussian ground state, and are 
thus left-right symmetric * genstates. They are also transpar
ently * orthogonal for different eigenvalues, and they project 
to themselves, as they should, since the Gaussian ground 
state does, fo*forxf0 • It will be seen below that even the 
generalization of this factorization method for isospectral po
tential pairs goes through without difficulty. 

IV. FURTHER EXAMPLE: THE LINEAR POTENTIAL 

For simplicity, take m = 1/2, h =I. Recall [12] that the 
problem readily reduces to a free particle: H(x,p)=p 2 

+ X>-"> H free= P is accomplished by canonically transforming 
through the generating function F(x ,X) = - t X3 - xX. The 
energy eigenfunctions are Airy functions, 

(33) 

The *-genvalue equation in this case is 

(34) 

whose imaginary part ctaP-pa,)f(x,p)=O gives f(x,p) 
= f(x+ p 2

) = f(H). The real part of the equation is then an 
ordinary second-order equation, just as in the above har
monic oscillator case. Moreover, here the real part of the 
•-genvalue equation is essentially the same as the usual en
ergy eigenvalue equation: 

( z- ~a;-E)t(z)=O, (35) 

where z=x+p 2. Hence, the Wigner function is again an 
Airy function, like the above wave functions, except that the 
argument has a different scale and shift: 1 

2 213 2 213 

f(x,p)= -Ai(2213(z-E))= -Ai(2213(x+p2 -E)) 
27T 27T 

(36) 

The Airy functions are not square integrable, so that the con
ventional normalization f*f= (l/27r)f does not strictly ap
ply. On the other hand, the energy eigenfunctions are nonde
generate, and the general corollary 1 projection relations 
fa*fbrx oa.da still hold for the continuous spectrum: 

1This case is similar to the Gaussian wave function, i.e., the har
monic oscillator ground state encountered above, whose Wigner 
function is also a Gaussian, but of different width. S. Habib kindly 
informed us that this solution is also given in Ref. [13], Eq. (29). 
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!E1*fEZ=fE1[ ( x+ ~ ap) +p2]tE2[ (x- ~ ap) +p2]= (2~)4 I dydYeiy[El-x-(p-Yl2)2-y21l2]eiY[E2-x-(p+yl2)2_y2112] 

= _l_ J d(y+ Y)ei(y+Y)[(El +E2)/2-x-p 2-(y+n21l2JJ d (y- Y) ei[(y-Y)/2](El-E2) 
(21T) 4 2 

- 1 z 
- (

2
1T) o(El-E2)f(El+E2)12(x+p ), 

by virtue of the direct definition (36). 

V. DARBOUX CONSTRUCTION OF WIGNER FUNCTION 
RECURSIONS 

Analogous ladder operators for eigenstates corresponding 
to "essentially isospectral" pairs of partner potentials [14] 
[familiar from supersymmetric quantum mechanics (SSQM)] 
can also be defined mutatis mutandis for Wigner functions 
and * products. They faithfully parallel the differential equa
tion structures. 

Consider a positive semidefinite Hamiltonian 

H=p 212m+V(x). (38) 

This can be written as a * product of two operators, 

H=Q**Q=( ~+iW(x)) *( ~-iW(x)), 
(39) 

provided 

2 h -w - M:::"aXW-V(x). 
y2m 

(40) 

This Riccati equation, familiar from SSQM, can be Darboux 
transformed by changing variable for the "superpotential" 
W(x), 

(41) 

which reduces the condition to the Schrodinger equation for 
a zero eigenvalue: 

h2 
-

2
m a;l/10 + V(x)l/10 =0. (42) 

Also note Q*fo=O for the corresponding Wigner function. 
It is easy to generalize this by adding a constant to H to shift 
the ground state eigenvalue from zero. 

By virtue of associativity, it is evident that the partner 
Hamiltonian 

(43) 

(37) 

i.e., the one with a partner potential 

h 
V '=W2+--a W Ji; x ' 

(44) 

has Wigner function * genstates of the same energy as those 
of H. Specifically, 

implies that the real functions Q * f * Q * are * genfunctions 
of H' with the same eigenvalue E, 

H' *(Q*f*Q*)= Q*Q**Q*f*Q* = E(Q*f*Q*), 
(46) 

unless f is the Wigner function corresponding to I/lo, since 
Q*fo=O. 

In consequence, E~=En+i for n;;.O. Conversely, for g * 
genfunctions of H', Q**g*Q are* genfunctions of H with 
the same eigenvalues. 

Moreover, I/lb= 11 I/lo will be an invalid zero mode eigen
function of H', as seen from the sign flip in Eqs. (41) and 
(44). Consequently, an unnormalized, runaway zero-energy 
solution of the Schri:idinger equation with V' (x) will invert 
to the legitimate ground state of H and will permit construc
tion of V given V'. 

For example, starting from the trivial potential with a con
tinuous (unnormalizable) spectrum, 

V'=l, (47) 

and the solution 

( Ji;x) 
I/lb= cosh -h- , ( Ji;x) 

==} W = tanh -h- , (48) 

results via Eq. (40) in the symmetric, reflectionless Poschl
Teller potential [15], V=l-2/cosh2[(y'Zmx/h)]. Con
versely, starting from this potential, 

2 

V(x)=l- (&x)' 

cosh2 -h-

(49) 

there is a single bound state (normalizable to f 1/1~=2), 
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(&x) \110 = sech -Ii- , (&x) 
~W=tanh -Ii-, (SO) 

so that 

V' =I. (51) 

Thus, the Wigner function ground state (form= 112) is 

1 J e-iyp 

fv(x,p) = 2TT dy 2 cosh(xlh-y/2)cosh(xlh+ y/2) 

1 ( 00 cos(yp) 

=;:Jody cosh(2xlh)+cosh(y) 

sin(2xplh) 

sinh(2x/li )sinh( 7rp) · 
(52) 

[N.B. It is not positive definite or a function of just H(x,p).] 
It may be verified directly that 

[ 
iii (x i ) l Q*fo= p- zax-i tanh h+ zaP fo(x,p)=O. 

(53) 

This appendage of bound states to a potential generalizes 
[16] to the hierarchy associated with the Korteweg-de Vries 
(KdV) equation. Specifically, 

( Ji;x) 
W(n)=n tanh -Ii- (54) 

connects the reflectionless Pi:ischl-Teller potential 

( Ji;x) 
V'(x)=n 2-n(n- l)lcosh2 -Ii-

to its contiguous 

(&x) V(x)=n 2 -n(n+ l)/cosh2 -Ii- , (55) 

which has one more bound state (shape invariance). Recur
sively, then, one may go in N steps, with the suitable shifts 
of the potential by 2n - I in each step, from the constant 
potential to 

(Fmx) V(N;x)=N2-N(N+ l)/cosh2 -Ii- . (56) 

Shifting this potential down by N 2 assigns the energy E 
= - N 2 to the corresponding ground state i/J0(N) = sechN(x) 
(unnorn{aJized), which is the null state of (hi &)ax 
+ W ( N). The corresponding (unnormalized) Wigner func
tion is the *-null state of Q(N), 

I ( 00 cos(yp) 
fo(N;x,p)=; Jo dy[cosh(2xlh)+cosh(y)]N 

I ( -Ii )N-1 
= (N-1)! 2 sinh(2x/li) ax fo(l;x,p), 

(57) 

where the integral only need be evaluated from the above 
fo(l;x,p). Alternatively, 

f 0(N;x,p) = [sech(x/li)* ]N- 1f 0(1 ;x,p )[ * sech(x/n)r- 1• 

(58) 

The (unnormalized) state above the ground state at E 
=-(N-1) 2 is [(n!&lax-W(N)]\110(N-I), and its 
corresponding Wigner function (setting m = 112) is found re
cursively from the ground state of H(N-1), through 
Q*(N)*fo(N-1 )*Q(N), 

[P*fo(N- l)+iN tan{~·) *fo(N- l+Q(N) 

=(p*fo(N-1)+ N~lp*fo(N-l))*Q(N) 

(
2N-1)

2 

= N-I P*fo(N-l)*p, (59) 

by virtue of 

Q(N-1 )*fo(N-1 )=O= f 0(N- l)*Q*(N- I). (60) 

The state above that, at E= -(N-2) 2, is found recur
sively through 

Q*(N)*Q*(N- l)*fo(N-2)*Q(N- l)*Q(N), 
(61) 

and so forth. Thus, the entire Wigner *-genfunction spec
trum of H(N) is obtained with hardly any reliance on Schri:i
dinger eigenfunctions. 

VI. CANONICAL TRANSFORMATION 
OF THE WIGNER FUNCTION 

For notational simplicity, take Ii= I in this section. The 
area element in phase space is preserved by canonical trans
formations 

(x,p)>-?(X(x,p ),P(x,p )) (62) 

which yield trivial Jacobians (dXdP=dxdp{X,P}) by pre
serving the Poisson brackets 

au av au av 
{u,v}xp= ax ap - ap ax· (63) 

They thus preserve the "canonical invariants" of their func
tions: 

{X,P}xp=I and hence {x,p}xp=l. (64) 

025002-6 



482 

FEATURES OF TIME-INDEPENDENT WIGNER FUNCTIONS PHYSICAL REVIEW D 58 025002 

Equivalently, 
(66) 

{x,p}={X,P}, (65) 

in any basis. Motion being a canonical transformation, 
Hamilton's classical equations of motion are preserved, for 
1-l(X,P)=H(x,p), as well (17]. What happens upon quanti
zation? 

Since, in deformation quantization, the Hamiltonian is a 
c-number function, and so transforms "classically," 
1-l(X,P)=H(x,p), the effects of a canonical transformation 
on the quantum •-genvalue equation of lemma l will be 
carried by a suitably transformed Wigner function. Predict
ably, the answer can be deduced from Dirac's quantum trans
formation theory. Consider the canonical transformations 
generated by F(x,X): 

Following Dirac's celebrated exponentiation [18] of such a 
generator, in the implementation of [12,19], the energy 
eigenfunctions transform canonically through a generaliza
tion of the "representation-changing" Fourier transform: 

Thus, 

The pair of Wigner functions in the respective canonical variables, f(x ,p) and 

are connected by a transformation functional 'I(x ,p ;X, P), 

f(x,p)= f dX f dP'I(x,p;X,P)®:F(X,P)= f dX f dP'I(x,p;X,P):F(X,P), 

where ® is with respect to the variables X and P. 
To find this functional, let X= !(X 1 + X2) and Y=X2 -X 1 , so that J dX 1f dX2= f dXf dY. Noting that 

it follows that Eq. (68) reduces to 

= ~ I dXdY dye-iype-iF*(x-y/2,X- Yl2)'1t*(X- Y /2)'1t(X + Y/2)eiF(x+yl2,X+ Y/2) 
27T 

=I~~ f dXdPdYdye-iyp+iPY-iF*(x-yl2.X-Yl2)+iF(x+yl2,X+Yl2):F(X,P), 
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which leads to the following lemma. 
Lemma 3. 'I(x,p;X,P)=(INl 212'1T)fdYdy exp[-iyp 

+iPY-iF*(x-y/2,X- Y/2) + iF(x+ y/2,X + Y/2)]. • 
Corollary 2. This phase-space transformation functional 

obeys the "two-star" equation 

H(x,p )*'I(x,p;X,P) = 'I(x,p;X,P)®1-l(X ,P), (73) 

as follows from H(x, -iax)exp[iF(x,X)] 
=1-l(X,iax)exp[iF(x,)()]. If F satisfies a ®-genvalue equa
tion, then f satisfies a *-genvalue equation with the same 
eigenvalue, and vice versa. • 

Note that, by virtue of the spectral projection feature (16), 
(19), this equation is also solved by any representation
changing equal-energy bilinear in real Wigner * genfunc
tions of H and rt, 

'I(x,p;X,P)= L g(E)fE(x,p)FE(X,P), (74) 
E 

for arbitrary real g(E). Such a bilinear transformation func
tional is nonsingular (invertible) if and only if g(E) has no 
zeros on the spectrum of either Hamiltonian.2 

As an example, consider the linear potential again, which 
transforms into a free particle (rt= P) through 

By direct computation, 

'I(x,p;X,P) =2 213 Ai(2 213(x+ X2 - P))8(p+ X) 

2In general, if the transfonnation functional effects a map to a free 
particle, the P integration is trivial in Eq. (70), and the result for the 
Wigner function of the x,p theory is just an average over X of the 
transfonnation functional. That is, if F(X,P)=o(P-k(E)), where 
k(E) is the momentum-energy relation for the free particle theory 
in question: 

f(x,p)= f dX f dP'I(x,p;X,P)F(X,P)= f dX'I(x,p;X,k(E)). 

One might then be tempted to wonder if just 'I(x,p;X,P)= i/!p(x 
-hX/2)e-;xpi/!p(x+hX/2)12TT""<5(x,p;X,P). However, what de
termines the allowed range for P? It is always possible to embed 
any real energy spectrum into the real line, but knowing this does 
not help at all to determine what points are to be embedded. From 
the point of view of this paper, even when the spectrum is obvious, 
such a choice for the transfonnation functional in general does not 
satisfy the two-* equation (73). Rather, the equation fails by total 
derivatives that vary contingent on particularities of the case. E.g., 
for free-particle plane waves, 1fl£(x) =exp(iEx), so that p•C!'J 
-<5®P=ax<5· This choice for 'I, then, does not yield useful in
formation on the Wigner functions. 

(76) 

Note NE= 11~ for the free-particle energy eigenfunction 
normalization choice '1t E(X) = (2 7T)- 112 exp(iEX). Thus, in
deed, the free-particle Wigner function FE(X,P)=8(E 
- P)/(27T) transforms into 

f(x,p)= 
2

1
7T J dPdX'I8(E-P) 

2 2/3 

= 
2

'7T Ai(2 213(x+ p 2
- E)), (77) 

as it should, and Eq. (73) is seen to be satisfied directly, by 
virtue of the linearity of the respective Hamiltonians in the 
variables P ,x, conjugate to those of the arguments of 8(p 
+X). 

The structure of the result in Eq. (76) underscores that the 
linear potential is as "close to classical" as one can get, in 
simple quantum mechanics. It has been noted before [12] 
that the transformation functional for linear potential wave 
functions is exactly the exponential of the classical generat
ing function for the canonical transformation to a free par
ticle, and that this is not the case for any other potential. The 
present result for the transformation functional for Wigner 
functions is further evidence for this "close to classical" 
behavior. The delta function o(p + X) in Eq. (76) is half of 
the classical story. Were the Airy function also a delta func
tion of its argument, we would have an exact implementation 
of the X,P>-'>x,p classical correspondence. As it is, there is 
some typically quantum mechanical spread around the clas
sical constraint x + X2 

- P = 0, in the form of oscillations of 
the Airy function, and, in consequence, the Wigner functions 
of the free particle do not retain their delta-function form 
under the canonical transformation to the linear potential 
Wigner functions. Reinstating n into Eq. (36),3 and taking 
the limit n--> 0 converts the Airy function to a delta function, 
o(x+X2 -P), thereupon producing the complete classical 
correspondence between the two sets of phase space vari
ables, in that limit. 

As already seen, there is substantial nonuniqueness in the 
choice of transformation functional. For example, for the lin
ear potential again, Eq. (73), 

(x+ p 2 )*6(x,p;X,P) = 6(x,p;X,P)®P (78) 

is also satisfied by a different (and somewhat simpler) 
choice: 

6(x,p;X,P)=exp{-inx3 +2(x+p2 -P)X]}. (79) 

3The exponent of the integrand turns into iy(E-x-p2 

- h 2y2112). 
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This transformation functional also converts the free-particle 
Wigner function FE(X,P) = li(E- P)l2Tr into an Airy func
tion (as above) after integrating over the free-particle phase 
space, J dXdP. 

PHYSICAL REVIEW D 58 025002 

Actually, it is not necessary to integrate over the phase 
space. In general, * multiplying a delta function spreads it 
out, and yields a Fourier transform with respect to the con
jugate variable. Thus, for the example considered, 

ei[(-213)X3-2(x+p2-P)X]* li(P- E) = e2iX(P-E) ~ J dZe-2iZ(P-E)ei[(-213)Z3-2(x+p2-P)Z] 

= e2iX(P-E) ~ J dZei[(-213)Z3-2(x+p2-E)Z]= e2iX(P-Elz213 Ai(22'3(x + p2_ E)). 

(80) 

Hence, 

I dX I dPei[(-213)X3-2(x+p2-P)X]*li(P-E)=22137r Ai(2213(x+p2-E)). (81) 

Compare this to the action of the above 'r(x,p;X,P), 

[Ai(2 213(x+ X2- P))o(p+ X)]* o(P- E)= e2iX(P-E) ~ I dZe-ZiZ(P-E) Ai(2213(x+ Z2- P))S(p+ Z) 

= e2i(p+X)(P-E) .!._ Ai(2 213(x + p2- P)). 
7r 

(82) 

Aside from innocuous normalizations, the difference in the 
two transformation functionals acting on the free-particle 
Wigner function is just the phase factor e2ip(P-E) and the 
argument of the Airy function, where E has been replaced by 
P. Indeed, the phase factor precisely compensates for the 
different energy eigenvalue occurring in the argument of Ai, 
when acted upon by (x+p2)•. Such simple phase factors 
may be used to shift a * genvalue whenever the Hamiltonian 
is linear in any variable. 

VII. ILLUSTRATIONS USING LIOUVILLE QUANTUM 
MECHANICS 

A summary illustration of all the above, in particular the 
canonical transformation effects on Wigner functions, is pro
vided by the Liouville model [20]. Our conventions for the 
model [which are essentially those of [21], with their m 
= l/(47r) and their g= l] are given by 

H Liouville = P2 + ezx. (83) 

The energy eigenfunctions are then solutions of 

(84) 

The solutions are Kelvin (modified Bessel) K functions, for 
O<E<oo, 

which are normalized such that J~:dxi/J~ 1 (x)i/JE2 (x) 
= li(E 1 - E2). There is no solution [20] for E= 0. 

For completeness, consider the Fourier transform (includ
ing a convergence factor, necessary for x-> - oo to control 
plane wave behavior, but not for x->oo) 

= _:_ ~sinh( 7rJE)2-i(p+i<) 
47r 

(
-i(p+ie)+i-./E) (-i(p+ie)-i-./E) xr 2 r 2 · 

(86) 

This follows, e.g., from a result in [22], Vol. II, p 51, Eq. 
(27): 

r+
00 

(1+µ+11) (l+µ-11) Jo dzzµKv(z)=2µ-ir --
2
-- f --

2
- , 

(87) 

valid for 9't(l + µ± 11)>0 (i.e., the previous transform is 
valid for e>O). The right-hand side of this last relation 
clearly displays the symmetry 11-> - 11, which just amounts 
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to the physical statement that the energy eigenfunctions are 
nondegenerate for the transmissionless exponential potential 
of the Liouville model. 

Further note the effect on 4> E(P +ii:) of shifting p-> p 
+2i, using f(l+z)=zf(z), 

(
-i(p+iE)+i,/E) 

4>E(p+2i+iE)=4 
2 

(
-i(p+iE)-i,/E) 

X 
2 

<l>E(p+iE) 

=[E-(p+iE) 2 ]<l>E(p+iE). (88) 

So, as E->0, 4>E(p+2i)=(E-p2)4>E(p). But this simple 
difference equation is just the Liouville energy eigenvalue 
equation in the momentum basis, 

Such first-order difference equations invariably lead to 
gamma functions [23]. Below, it turns out that the Wigner 
functions also satisfy momentum difference equations, but of 
second order. 

Many, if not all, properties of the Liou ville wave func
tions may be understood from the following integral repre
sentation [[24], Chap. VI, Sec. 6.22, Eq. (10)]. Explicitly 
emphasizing the abovementioned nondegeneracy, 

(90) 

(Also see [25], Eq. 9.6.22.) This integral representation may 
be effectively regarded as the canonical transformation of a 
free-particle energy eigenfunction eikX through use of the 
generating function F(x ,X) =ex sinh X. Classically, p 
= aF/ ax= ex sinh X and P= -aF/aX= -ex cosh X, and so 
P 2

- p 2= e2x. That is, Huouuille= Hfree=P2 under the clas
sical effects of the canonical transformation. The quantum 
effects are detailed below, by * acting with the Liouville and 
free Hamiltonians on the suitable transformation functional. 

The Liouville Wigner function may be obtained from the 
definition (1) in terms of known higher transcendental func
tions: 

_ l . r;; 2 ip (-l- 2ip)x 40(e4xl 1+2i,/£ 1-2i,/£ 1+2i,/E+4ip I-2i,/E+4ip) 
- 4-;;3 smh( 7TyE)2 e Go4 16 4 · 4 • 4 • 4 · (91) 

The following K transform was utilized to express this result in closed form: 

(92) 

The right-hand side involves a special case of Meijer's G function, 

mn( la;, i=I,. . .,p) 
Gpq z b ·-1 J• 1- ,. .. ,q 

(93) 

(cf. [22], Sec. 5.3), which is fully symmetric in the parameter subsets {a 1 , ... ,an}. {an+ 1 , ... ,ap}, {b 1 , ••• ,bm}, and 
{bm+ 1 ,. .. ,bq}· It is possible to reexpress the result as a linear combination of generalized hypergeometric functions of type 

0F 3 , but there is little reason to do so here. This transform is valid for !Ra>O, and is taken from [26], p. 711, Eq. (55).4 The 
transform is complementary to [27], Sec. 10.3, Eq. (49), in an obvious way, a K transform which appears in perturbative 
computations of certain Liouville correlation functions [21]. 

The result (91) may be written in slightly different alternate forms 

sinh(7T,/E)e-x 40(e 4xl 1+2i,/£-2ip l-2i,/E-2ip 1+2i,/£+2ip l-2i,/£+2ip) 
f(x,p)= 47T Go4 16 4 ' 4 ' 4 ' 4 

_ sinh(7T,/E) 40(e4xl i,/E-ip -i,/E-ip i,/E+ip -i,/E+ip) 
- 8 7T3 Go4 16 2 ' 2 ' 2 ' 2 ' (94) 

4There is an error in this result as it appears in (27], Vol. II, Sec. 10.3, Eq. (58), where the formula has a 2z2/4 instead of a2z2/16 as the 
argument of the G function. The latter argument is correct, and appears in Meijer' s original paper cited here. 
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by making use of the parameter translation identity for the G function [[22], Sec. 5.3.1, Eq. (9)]: 

>. mn( la')- mn( ,a,+ll.) z Gpq z b, -Gpq z b,+ll. · (95) 

Yet another way to express the result utilizes the Fourier transform of the wave function, Eq. (86), in terms of which the 
Wigner function reads, in general, 

(96) 

The specific result (86) then gives, as E->0, 

( 
1 )

2 f + 00 
• • . (i(p-k/2-iE)-iVE) 

f(x,p)= 87T2 sinh(7T{£) -oo dke'xk4-1(kl2+1<)f 2 

( 
i(p-k/2-iE)+ iVE) (- i(p+k/2+ iE) + i {£) (-i(p+k!2+iE)-i {£) xr 

2 
r 

2 
r 

2 
. (97) 

However, this is a contour integral representation of the particular G function given above. Because of the E prescription, the 
contour in the variable z = k/2 + i E runs parallel to the real axis, but slightly above the poles of the f functions located on the 
real axis at z = p - JE. z = p + JE, z = - p + JE. and z = - p- JE. Changing variables to s = t iz yields 

1 . 1 f (e
4
x)' (ip-i{E ) (ip+i,/E ) (-ip+i,/E 

t<x.p)=wsmh(7T{EJ
2

7Ti /s 16 r --
2
--s r --2--s r 

2 ) (
-ip-iJif ) 

s r 
2 

s • 

where the contour C in the s plane runs from - i oo to + i oo, 
just to the left of the four poles on the imaginary s axis at 
i(p+,/E)/2, i(p-,/E)J2, i(-p+Ve)/2, and i(-p 
- Ve)/2. This is recognized as the Mellin-Barnes-type inte
gral definition of the G~ function [cf. [22], Sec. 5.3, Eq. (l)] 
in agreement with the second result above, Eq. (94). 

The translation identity (95) is seen to hold by virtue of 
Eq. (98), through simply shifting the variable of integration, 
s. Moreover, deforming the contour in Eq. (98) to enclose 
the four sequences of poles sn=n+i("±:p"±: Jif)J2 reveals 
the equivalence of this particular G function to a linear com
bination of four 0F 3 functions, one for each of the sequences 
of poles. Evaluating the integral by the method of residues 
for all these poles produces the standard 0F 3 hypergeometric 
series. 

It should now be straightforward to directly check that the 
explicit result for f(x,p) is indeed a solution to the Liouville 
•-genvalue equation, 

H Liouville * f(x,p) 

For real E and real f(x,p), the imaginary part of this •
genvalue equation is 

(100) 

while the real part is 

(98) 

The first of these is a first-order differential-difference equa
tion relating the x and p dependence: 

1 
e- 2xaJ(x,p)=-

2
. [f(x,p+i)-f(x,p-i)]. (102) 
tp 

Similarly, the real part of the •-genvalue equation is a 
second-order differential-difference equation: 

e-zx( p 2
- E- ~a; )t(x,p) + ~[f(x,p+ i)+ f(x,p-i)]=O. 

(103) 

The previous first-order equation may now be substituted 
(twice) into this last second-order equation, to convert it 
from a differential-difference equation into a second-order 
difference-only equation in the momentum variable, with 
nonconstant coefficients: 

( 
ezx) 2 

O=(p 2-E)f(x,p)+ 
4

p [f(x,p+2i)-2f(x,p) 

e2x 

+ f(x,p-2i)]+ i 
4

p [f(x,p + i)- f(x,p-i)] 

e2x 

+ T[f(x,p+i)+ f(x,p-i)]. (104) 
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We leave it as an exercise for the reader to exploit the recursive properties of the Meijer G function and show that this 
difference equation is indeed obeyed by the result (91). Rather than pursue this in detail, we turn our attention to the 
transformation functional which connects the above result for f to a free-particle Wigner function. 

Given Eq. (90), it follows that 

(105) 

and hence NE= [ 47T../Ee rrJE sinh( 7T.,/E)] 112/27T, if we choose a 8(E 1 - E 2) normalization for the free-particle plane waves as 
well as for the Liouville eigenfunctions. Therefore, lemma 3 yields 

'I(x,p;X,P)= 
1;~

2 J dYdy exp[ -iyp+iPY-iF*(x-y/2,X- Y/2}+iF(x+y!2,X+ Y/2)] 

= ( 2 ~) 3 [ 47TVEe"JE sinh( 7TVE)J J dYdy exp[- iyp+ iPY-iex-y/2 sinh( X- f) + iex+yt2 sinh( X + f)] 
I J (y+Y) [ y+Y (y+Y)] =4;'f[47rVEe"./E sinh(7TVE)J d -

2
- exp i(P-p)-

2
-+iex+x sinh -

2
-

J ( 
Y-y) [ Y-y ( Y-y)] X d -

2
- exp i(P+p) -

2
-+iex-x sinh -

2
- . (106) 

We thus conclude that 

(107) 

We now check that this result obeys Eq. (73) and, in so doing, carry out the nontrivial steps needed to show the Liouville 
Wigner functions satisfy the Liouville *-genvalue equation (99). That is to say, we shall show 

or, equivalently, 

Specifically, 

and 

( ( p- ~Bx r + e
2

[x+(i/2)ap]) 'I(x,p;X,P) ='I(x,p;X,P)[ k+ ~ax rJ 

_ !:_ • 2[x+(il2)a ]_ !:_ • x+X x-X _ 
[ ( 

. ) 2 ( . ) 2] 
p 2 ax +e p P+ 2 ax Ki(P-p)(e )K;(P+p)(e )-0. 

-l(.2 '2) (x+X} x-X)- 2x' (x+X)' (x-X) 4 ax-ax Ki(P-p) e K;(P+p)(e --e Ki(P-p) e Ki(P+p) e ' 

2[x+(ii2)a ]K ( x+X)K ( x-X)- 2xK ( x+x)K ( x-X) e P i(P-p) e i(P+p) e -e I+i(P-p) e -l+i(P+p) e · 

Now, recall the recurrence relations ([25], Eq. 9.6.26) 

Ki +i(P-p)( ex+X)= - K;(P-p)(ex+X) + i(P-p )e-x-X K;(P-p)( ex+x), 

K-1 +i(P+p)(ex-X)= - K;(P+p)(ex-X)- i(P+ p }e-x+xKi(P+p)(ex-x). 

So the previous relation (112} becomes 
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2(x+il2a )K ( x+X)K ( x-X)- 2xK' ( x+X)K' ( x-X) ·(p ) x+X ' ( x+X) x-X e P i(P-p) e i(P+p) e - e i(P-p) e i(P+p) e + 1 + p e K;(P-p) e K;(P+p)(e ) 

- i(P- p )ex-X K;(P-p)( ex+X)K;(P+p)(ex-X) + (P2- p2)K;(P-p)(ex+X) 

The sum of Eqs. (110), (111), and (115) shows that Eq. (109) 
is, indeed, satisfied. 

Integrating over X and P the product of '!(x,p;X,P) and 
the free-particle Wigner function, as given here by 
( 4 7T ffe) - I o( P- ffe), yields another expression for the 
Liouville Wigner function which checks against the previous 
result, Eq. (91). Using Eq. (92) and the parameter translation 
identity for the G function, this other expression is just Eq. 
(94). 

Supersymmetric Liouville quantum mechanics is obtained 
by carrying through the Darboux construction detailed above 
(with fi= I =2m), for the choice 

W(x)=ex. (116) 

The conventions used essentially follow [28]. 
The first Hamiltonian of the essentially isospectral pair is 

then 

(117) 

and the allowed spectrum is Q,,,;E<oo, including zero en
ergy, for which there is a bounded wave function normalized 
as part of the continuum, 

(118) 

The other, E>O, eigenfunctions are 

1/11,(x)= [ 
4

1T!JEex cosh( 7T'1£)] 

112 

X [K112-;J£( ex)+ K112+;JE( ex)], (119) 

again normalized so that J~:dxl/J~ 1 (x)l/IE2(x)=o(E1 
-Ez). 
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A concise derivation of all uncertainty relations is given entirely within the context of 
phase-space quantization, without recourse to operator methods, to the direct use of 
Weyl's correspondence, or to marginal distributions of x and p. 
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Phase-space quantization is the third autonomous and logically complete formu
lation of quantum mechanics beyond the conventional ones based on operators 
in Hilbert space or path integrals. 1- 3 It is free of operators and wave functions: 
observables and matrix elements are computed through phase-space integrals of 
c-number functions ("classical kernels") weighted by a Wigner function (WF). 3 ,

4 

This is a phase-space distribution function which is not positive semi-definite, and 
constitutes the Weyl correspondent5 of the density matrix in the conventional for
mulation, 

Operators of the conventional formulation, when properly ordered (e.g. Weyl
ordered), correspond uniquely to phase-space classical kernel functions, while 
operator products correspond to *-products6 of these classical kernels, the *-product 
being a noncommutative and associative operation encoding quantum mechanical 
action. The above wave functions, however, may be forfeited, since the WFs are 
determined, in principle, as the solutions of the celebrated *-genvalue functional 
equations.7- 10 Connections to the original, operator, formulation of quantum me
chanics may thus be ignored. 
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Recent M-theory advances linked to noncommutative geometry and matrix 
models11 apply space-time uncertainty principles12 reliant on phase-space quanti
zation and the *-product. Transverse spatial dimensions act formally as momenta, 
and, analogously to quantum mechanics, their uncertainty is increased or decreased 
inversely to the uncertainty of a given direction. 

For classical (non-negative) probability distributions, expectation values of non
negative functions are likewise non-negative, and thus result in standard constraint 
inequalities for the constituent pieces of such functions. On the other hand, in 
phase-space quantization, the distribution functions are non-positive-definite, such 
as, in general, the quasi-probability WF: it was interpreted early on by Bartlett, 13 

and later by Feynman, 14 as a "negative probability function", with the proper non
negative marginal probabilities upon projection to either x or p space. Hence, a 
frequent first question in phase-space quantization is how Heisenberg's standard 
quantum mechanical uncertainty relation arises for moments of such distributions. 

To be sure, Moyal derived these uncertainty relations, in his original formula
tion of quantum mechanics in phase space, by careful analysis of conditioned and 
marginal probabilities. Nevertheless, plain evaluations of expectation values of the 
c-number variables (x2 ), (p2 ), etc., do not evince constraints; and the student of 
deformation quantization is left wondering how li enters the constraint of such ex
pectation values of (c-number) observables when the variables x,p do not contain 
ti. How do their moments manage to constrain each other by extracting fi out of 
the Wigner function? 

The answer lies in Groenewold's associative *-product,6 

(2) 

which is the cornerstone of phase-space quantization. Its mechanics is reviewed in 
Refs. 7, 10 and 15. An alternate, integral, representation of this product is16 

f*g = (nnr2 j dudvdwdzf(x+u,p+v)g(x+w,p+z) 

x exp ( ~ ( uz - vw)) , (3) 

which readily displays associativity. The phase-space trace is directly seen in this 
representation to obey 

j dp dx f * g = f dp dx f g = f dp dx g * f . (4) 

The WF spectral properties1 are reviewed and illustrated in Refs. 8 and 10. For 
example the trace-normalization condition, 

J dxdpfmn(x,p) = Omn, (5) 
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and the spectral orthogonality conditions,7 fmn * fkt = Omtfkn/27rn. Given (4), it 
follows that J dxdpfmn(x,p)fi*k(x,p) = OmtOnk/21fn. For complete sets of input 
wave functions, it also follows that 

Lfmn(x,p)f;;,n(x',p') = 
2
!no(x -x')o(p-p'). (6) 

m,n 

An arbitrary phase-space function cp(x,p) can thus be expanded as cp(x,p) = 

Lm,n Cmnfmn(x,p). 
Here, a concise proof of all uncertainty relations is provided completely within 

the autonomous framework of phase-space quantization, unlike extant discussions 
of such correlation inequalities, which rely on the operator formulation of quan
tum mechanics. It is stressed that, in the following, no operators occur, only the 
*-product operation, and x and p are c-numbers. The controlling fact is that expec
tation values of arbitrary real *-squares are positive semi-definite, even though the 
Wigner distribution f (x, p) itself is not. Specifically, for any complex phase-space 
function g(x,p), and any (real) Wigner function f(x,p) representing a pure state, 
the following inequality holds: 

(g* * g) = j dpdx(g* * g)f 2'. 0. (7) 

The * is absolutely crucial here, and its removal leads to violation of the inequal
ity, as can easily be arranged by choosing the support of g to lie mostly in those 
regions of phase-space where the Wigner function is negative. (The only pure state 
WF which is non-negative is the Gaussian. 3 •8 •17) In Hilbert space operator for
malism, this relation (7) would correspond to the positivity of the norm. By ( 4), 
J dp dx(g* * g) f = J dp dx(g* * g) * f, i.e. inside a phase-space integral an ordinary 
product can be extended to a *-product, provided it not be part of a longer string. 
For example the one *-product of the left-hand side cannot be eliminated, because 
of the extra ordinary product with f. 

To prove the inequality (7), it suffices to recognize that, for a pure state, its (real) 
Wigner function can be expanded in a complete basis of Wigner *-genfunctions of 
a convenient Hamiltonian, 10 f = L c';,, cnf mn, for complex coefficients Cn, s. t. n,m 
Ln lcnl 2 = 1 , to satisfy (5). Then, it follows that18

•
19 

f*f=f/h. (8) 

Consequently, given the relations ( 4), (g * !) * = f * g*, and the associativity of the 

*-product, 

j dpdx(g* * g)f = h j dx dp(g* * g)(f * !) 

= h j dx dp(f * g*) * (g * !) = hf dx dp\g * f \2 . (9) 
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This expression, then, involves a real non-negative integrand and is itself positive 
semi-definite. (Similarly, if Ji and fz are pure state WFs, the transition proba
bility between the respective states3 is also manifestly non-negative by the same 
argument: J dpdx fif2 = (2n1i)2 J dxdplf1 * fzl 2

.) 

Given (7), correlations of observables follow conventionally from specific choices 
of g(x,p). For example, to produce Heisenberg's uncertainty relation, one only need 
to choose 

g =a+ bx+ cp, (10) 

for arbitrary complex coefficients a, b, c. The resulting positive semi-definite 
quadratic form is then 

a*a + b*b(x * x) + c*c(p * p) + (a*b + b*a)(x) 

+(a*c+c*a)(p) +c*b(p*x) +b*c(x*p) 2".: 0, (11) 

for any a, b, c. The eigenvalues of the corresponding matrix are then non-negative, 
and thus so must be its determinant. Given 

x * x = x2
, P*P =p2

, p * x = px - in/2 , x * p = px + in/2, (12) 

and the usual 

(l:!.x) 2 = ((x - (x)) 2
), (t:J.p)2 = ((p- (p))2)' 

this condition on the 3 x 3 matrix determinant amounts to 

(t:J.x)2(t:J.p)2 2".: n,2 /4 + ( ((x - (x) )(p - (p) )) )2' 
and hence 

l:!.xl:!.p 2".: n/2 . 

(13) 

(14) 

(15) 

The inequality is saturated for a vanishing original integrand g * f = 0, for 
suitable a, b, c, and when the last term of (14) vanishes: x, p statistical independence, 
such as in a Gaussian ground state WF, Joo= 2hexp(-(x2 + p2 )/n). 

More general choices of g will likewise constrain as many observables as this 
function has terms ( -1, if there is a constant term). For instance, for more general 
(real) observables u(x,p), v(x,p), the resulting inequality is 

1 
/j. ul:!. v 2".: 2 vi ( u * v - v * u) 12 + ( ( u - ( u)) * ( v - ( v)) + ( v - ( v)) * ( u - ( u))) 2 . 

(16) 

The minimum uncertainty is realized at (u* v + v * u) = 2(u)(v), with g * f = 0 for 
specific coefficients, i.e. 

(l:!.u(v - (v)) - kil:!.v(u - (u) )) * f = 0, (17) 

where k is the sign of i(u * v - v * u). Solving such *-equations is elaborated in 
Refs. 8-10 and 15. 
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In the context of phase-space quantization, matrix elements and observables result 
from integration of c-number functions over phase space, with Wigner functions 
serving as the quasiprobability measure. The complete sets of Wigner functions 
necessary to expand all phase-space functions include off-diagonal Wigner func
tions, which may appear technically involved. Nevertheless, it is shown here that 
suitable generating functions of these complete sets can often be constructed, which 
are relatively simple, and lead to compact evaluations of matrix elements. New 
features of such generating functions are detailed and explored for integer-indexed 
sets, such as for the harmonic oscillator, as well as continuously indexed ones, such 
as for the linear potential and the Liouville potential. The utility of such generating 
functions is illustrated in the computation of star functions, spectra, and perturba
tion theory in phase space. © 2001 American Institute of Physics. 
[DOI: 10.1063/1.1366327] 

I. INTRODUCTION 

General phase-space functionsf(x,p) and g(x,p) compose noncommutatively through Groe
newold's *-product,1 which is the unique associative pseudodifferential deformation2 of ordinary 
products: 

(1) 

This product is the cornerstone of deformation (phase-space) quantization,2- 5 as well as applica
tions of matrix models and noncommutative geometry ideas in M-physics.6 Its mechanics, how
ever, is not always straightforward. 

The practical Fourier representation of this product as an integral kernel has been utilized 
widely since Baker's7 early work, 

f*g= hz
1
7r2 f dp' dp"dx' dx"f(x',p')g(x",p") 

(
-2i ) 

Xexp -,;-(p(x' -x")+ p'(x"-x)+p"(x-x')) . (2) 

The determinantal nature of the star product controls the properties of the phase-space trace, 8·9 

»Electronic mail: curtright@physics.miami.edu 
b)Electronic mail: uematsu@phys.h.kyoto-u.ac.jp 
<)Electronic mail: zachos@hep.anl.gov 

0022-2488/2001/42(6)/2396/20/$18.00 2396 © 2001 American Institute of Physics 

Downloaded 16 Oct 2002 to 146.139.180.65. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jmp/jmpcr.jsp 



496 

J. Math. Phys., Vol. 42, No. 6, June 2001 Generating all Wigner functions 2397 

J dpdxf•g= J dpdxfg= J dpdxg•f. (3) 

The above-mentioned •-product and phase-space integrals provide the multiplication law and, 
respectively, the trace in phase-space quantization,3 the third autonomous and logically complete 
formulation of quantum mechanics beyond the conventional formulations based on operators in 
Hilbert space or path integrals. (This formulation is reviewed in Refs. 2 and 5.) Properly ordered 
operators (e.g., Weyl-ordered) correspond uniquely to phase-space c-number functions (referred to 
as ''classical kernels'' of the operators in question); operator products correspond to •-products of 
their classical kernels; and operator matrix elements, conventionally consisting of traces thereof 
with the density matrix, correspond to phase-space integrals of the classical kernels with the 
Wigner function (WF), the Wey! correspondent of the density matrix. 5

•
10 The celebrated 

•-genvalue functional equations determining the Wigner functions8
•
11 and their spectral properties 

(e.g., projective orthogonality12
) are reviewed and illustrated in Ref. 4. 

The functions introduced by Wigner10 and Szilard correspond to diagonal elements of the 
density matrix, but quantum mechanical applications (such as perturbation theory), as well as 
applications in noncommutative soliton problems13 often require the evaluation of off-diagonal 
matrix elements; they therefore utilize the complete set of diagonal and off-diagonal generalized 
Wigner functions introduced by Moyal.3 For instance, in noncommutative soliton theory, the 
diagonal WFs are only complete for radial phase-space functions (functions •-commuting with the 
harmonic oscillator Hamiltonian-the radius squared), whereas deviations from radial symmetry 
necessitate the complete off diagonal set. 

As for any representation problem, the particular features of the •-equations under consider
ation frequently favor an optimal basis of WFs; but, even in the case of the oscillator, the equa
tions are technically demanding. It is pointed out here, however, that suitable generating functions 
for them, acting as a transform of these basis sets, often result in substantially simpler and more 
compact objects, which are much easier to use, manipulate, and intuit. In the following, after some 
elementary overview of the Wey! correspondence formalism (Sec. II), we illustrate such functions 
for the harmonic oscillator (Sec. III), which serves as the archetype of WF bases indexed dis
cretely; it turns out that these generating functions amount to the phase-space coherent states for 
WFs, and also the WFs of coherent state wave functions (Appendix A). Direct applications to 
first-order perturbation theory are illustrated in Appendix B. 

For sets indexed continuously, the generating function may range from a mere Fourier trans
form, illustrated by the linear potential (Sec. IV), to a less trivial continuous transform we provide 
for the Liouville potential problem (Sec. V), where the advantage of the transform method comes 
to cogent evidence. 

Throughout our discussion, we provide the typical •-composition laws of such generating 
functions, as well as applications such as the evaluation of •-exponentials of phase-space func
tions (Appendix C), or •-versions of modified Bessel functions (technical aspects of integral 
transforms of which are detailed in Appendix D). Appendix E provides the operator (Wey!-) 
correspondent to the generating function for the Liouville diagonal WF introduced in Sec V. 

II. OVERVIEW OF GENERAL RELATIONS IN THE WEVL REPRESENTATION 

Without loss of generality, we review basic concepts in two-dimensional phase space, (x,p), 
as the extension to higher dimensions is straightforward. In addition, we first address discrete 
spectra, En , n = 0, 1,2,3, ... , and will only later generalize to continuous spectra. 

In the Wey! correspondence,14 c-number phase-space kernels a(x,p) of suitably ordered 
operators A( X, P) are defined by 

(4) 

Conversely, the ordering of these operators is specified through 
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A(X,P)= ( 2 ~)2 f drdudxdpa(x,p)exp(ir(P-p)+iu(X-x)). (5) 

An operator product then corresponds to a star-composition of these kernels, 1 

(6) 

Moyal3 appreciated that the density matrix in this phase-space representation is a Hermitean 
generalization of the Wigner function: 

f mn(x,p )= 2

1
7T f dy e-iyp\ x- ~YI I/In)( l/lmlx+ ~y) 

= 2

1
7T f dy e-iypl/I!( x- ~y) I/In( x+ ~y) =f~m(x,p), (7) 

where the ifrm(x)'s are (ortho-)normalized solutions of a Schrodinger problem. (Wigner10 mainly 
considered the diagonal elements of the density matrix (pure states), usually denoted as f m 

= f mm . ) As a consequence, matrix elements of operators are produced by mere phase-space 
integrals, 3 

(8) 

The standard machinery of density matrices then is readily transcribed in this language, e.g., 
the trace relation, 3 

(9) 

and8 

(10) 

Given (3), it follows from Eqs. (9) and (10) that3 

(11) 

For complete sets of input wave functions, it also follows that3 

I L !mn(x,plf!n(x' ,p'l= -
2 

,,, o(x-x')o(p-p'). 
m,n 'TT' 

(12) 

An arbitrary phase-space function <p(x,p) can thus be expanded as 

cp(x,p)= L Cmnfmn(x,p), (13) 
m,n 

the coefficients being specified through (I I), 

Cmn=27Th f dxdpf!n(x,p)cp(x,p). (14) 
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Further note the resolution of the identity ,3 

(15) 

For instance, for eigenfunctions of the Hamiltonian rt( X, P) with eigenvalues En , the corre
sponding WFs satisfy the following star-genvalue equations8 (also see Refs. 11 and 4), with 
H(x,p), the phase-space kernel of 1t(X,P): 

(16) 

The time dependence of a pure state WF is given by Moyal's dynamical equation:3 

a 
ih y/(x,p;t) =H*f(x,p;t)- f(x,p;t)*H. (17) 

By virtue of the *-unitary evolution operator (a "*-exponential" 2), 

· t (itfh) 2 (it/h) 3 

U .(x,p;t)=e~H h,,,, 1 +(it!h)H(x,p)+ -
2
-! -H*H+ -

3
-! -H*H*H+ · · · (18) 

the time-evolved WF is obtained formally in terms of the WF at t = 0, 

f(x,p;t) = u;; 1(x,p;t)*f(x,p;O)*U .(x,p;t). (19) 

(These associative combinatoric operations completely parallel those of operators in the conven
tional formulation of quantum mechanics in Hilbert space.15

) Just like any star-function of H, this 
*-exponential can be computed,16 

exp.(itH!h)=exp.(itH!h)*l =exp.(itH!h)*27ThL fnn=27ThL eitE.thfnn. (20) 
n n 

(Of course, for t = 0, the obvious identity resolution is recovered.) 
For continuous spectra, the sums in the above-mentioned relations extend to integrals over a 

continuous parameter (the energy), and the Kronecker limn 's into &functions (these last ones 
reflecting the infinite normalizations of unnormalizable states). For example, Eqs. (9) and (11) 
extend to 

(21) 

(22) 

Completeness ( 12) extends to 

I dE1 dEif EE (x,p )J; E (x' ,p') = 
2 

1
h8(x-x')8(p- p' ). 

l 2 I 2 7r 
(23) 

More generally, (10) extends to 

1 I 

fEE*fE'E'=-2 hlJ(E1-E2)fE'E· 
12 12 7T 12 

(24) 

Finally, Eq. (15) extends to 
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and hence (20) extends to 

exp.(itH!h)=27Th f dEeitEth fEE(x,p). (26) 

Ill. GENERATING FUNCTIONS FOR THE HARMONIC OSCILLATOR 

Consider the harmonic oscillator, 

(27) 

where, without loss of generality, parameters have been absorbed in the phase space variables: 
m = 1, w = 1. Further recall that the normalized eigenfunctions of the corresponding operator 

Hamiltonian 1{ are l/Jn(x) = ( ..J;2"n !)-"2e-C"2
)x

2 
Hn(x), for the eigenvalues En= h(n + 112). De

fine a radial and an angular variable, 

so that 

p 
tanO=-, 

x 

. ( z) 1/2 . 
av'2=(x+ip)=[x+ip[e' 8 = 2' e' 8

. 

(28) 

(29) 

Groene wold, 1 as well as Bartlett and Moya!, 17 have worked out the complete sets of solutions 
to Moyal's time-evolution equation (17), which are all linear combinations of terms exp(it(m 
-n))fmn. They solved that equation indirectly, by evaluating the integrals (7) for time-dependent 
Hermite wave functions, which yield generalized Laguerre polynomial-based functions. More 
directly, Fairlie8 dramatically simplified the derivation of the solution by relying on his funda
mental equation (16). He thus confirmed Groenewold's WFs, 1

·
17 

The special case of diagonal elements, 

f
-J _(-l)" -z/2 () 

n= nn---e Ln Z , 
'TT 

(30) 

(31) 

constitutes the time-independent "*-genfunctions" of the oscillator hamiltonian kernel4 [i.e., the 
complete set of solutions of the time-independent Moya! equation H*f- f*H=O, where H*fn 
=EJn· Incidentally, (10) restricted to diagonal WFs closes them under *-multiplication,12 

f m*fn= 8mJ m !(27Th).] That is to say, "radially symmetric" phase-space functions, i.e., func
tions that only depend on z but not 0, can be expanded in terms of merely these diagonal 
elements-unlike the most general functions in phase space which require the entire set of off
diagonal f mn above for a complete basis. Note, however, that all *-products of such radially 
symmetric functions are commutative, since, manifestly, 

(32) 
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Moreover, the •-exponential (20) for this set of •-genfunctions is directly seen to amount to 

exp.(itH!n) = (cos( i) )- 1 

exp(~ H tan( i)), (33) 

which is, to say, a Gaussian in phase space.2 As an application, note that the hyperbolic tangent 
•-composition law of Gaussians follows trivially, since these amount to •-exponentials with 
additive time intervals, exp.(tf)•exp.(Tf)=exp.((t+7)f),2 

(
a 2 2 ) ( b 2 2 )- 1 ( a+b 2 2 ) exp -h(x +p ) •exp -r;(x +p ) - 1 +ab exp - h(l +ab) (x +p) · (34) 

We now introduce the following generating function for the entire set of generalized Wigner 
functions: 

(35) 

Utilizing the identity 18 8.975.2, 

L L~-m(z)km=e-zk(l +k)", (36) 
m=O 

we obtain 

1 ~ 1 C . r:: -iO 1 f3 r:: iO f3 r:: -iO = -e-z/24'.J -(f3yze'o-af3)"e"ze a= -e-z/2e vze -a e"ze a. 
7r n n! 7r 

(37) 

Thus, 

1 ( c ·o ·o 
2

) G(a,f3;x,p)=;exp \/Z(ae- 1 +f3e' )-a{3-2. (38) 

Since 

(39) 

one can re-express: 

I ( ( a+ /3) 
2 

( a- /3) 
2

) G(a,f3;x,p)=G*(f3,a;x,p)= ;exp a{3- x-~ - p+i~ . (40) 

As the name implies, from G(a,f3;x,p), thefmn's are generated by 

(41) 

These functions *-compose as 
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ea( 
G(a,{3)•G(t:,()= 21rfi G(t:,{3). (42) 

The phase-space trace is 

J dxdp G(a,f3)=eaf3. (43) 

By (16), the action of the Hamiltonian kernel on this function is 

(44) 

and 

(45) 

Consequently, 

(46) 

The spectrum then follows by operating on both sides of this equation, 

In general, matrix elements of operators may be summarized compactly through this generating 
function in phase space. 

This generating function could be interpreted as a phase-space coherent state, or the off
diagonal WF of coherent states, as discussed in Appendix A,19 

G( a,f3;x,p) = exp.(f3a t)f0exp.( aa ), 

a 
a•G(a,{3)=fi{3G(a,{3), at•G(a,{3)= a{3G(a,f3), 

and hence Eqs. (44) and (45) amount to 

(48) 

(49) 

(50) 

This formalism finds application in, e.g., perturbation theory in phase space, cf. Appendix B. 
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IV. GENERATING FUNCTIONS FOR THE LINEAR POTENTIAL 

The linear potential in phase space has been addressed 11 (also see Refs. 19 and 4). We shall 
adopt the simplified conventions of Ref. 4, i.e., m = 1/2, fi =I. The Hamiltonian kernel is then 

H(x,p)=p2+x, (51) 

and the eigenfunctions of 'H are Airy functions, 

1 5+ 00 

. 2 "1E(x)= - dX e•X(E-x-X 13)=Ai(x-E), 
27T -00 

(52) 

indexed by the continuous energy E. The spectrum being continuous, the Airy functions are not 
square integrable, but have continuum normalization, J dx 1/1~ 1 (x) "1E,(x) = o(E1 - E 2), instead. 

Thus, (21) et seq. are now operative. The generalized WFs are11 

(53) 

The •-exponential (26) then is again a plain exponential of the shifted Hamiltonian kernel, 

Joo 2
213 

( ( E+E)) exp.(it(x+p 2))=27T _
00 

dE eiE'z:;;:-Ai 2213 x+p2-~ =exp(it(x+p2+t2!12)). 

(54) 

(This could also be derived directly, as the CBH expansion simplifies dramatically in this case, cf. 
Appendix C.) As before, the •-composition law for plain exponentials of the hamiltonian kernel 
function follows, 

exp(a(x+ p 2) )•exp(b(x+ p 2)) = exp((a + b )(x+ p 2- tab)). (55) 

Since the complete basis Wigner functions are now indexed continuously, a generating func
tion for them must rely on an integral instead of an infinite sum. The simplest transform is 
possibly a double Fourier transform with respect to the energy indices [but note the transform 
factors exp(iE1X), exp(-iE2Y) may also be regarded as plane waves]. Suitably normalized, 

= _ dE dw eiw p+i(E+wt2)X-i(E-wl2)Y2213 Ai(22/3(x+ pz- E)) 1 I +oo I +oo 

27T -00 -00 

( X+Y)J+ 00 

=8 p+-2- -00 dEeiE(X-Y)22t3Ai(22!3(x+p2-E)) 

( x + y) I +00 

, I 2 2 =op+-- dEeiE(X-Y)_ dzeiz(E-x-p-z/12) 
2 -oo 27T 
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( 
x+ Y) . =o p+-2- e•<X-Y)(x+pi+cx-n2112). (56) 

The phase-space trace is 

J dxdpG(X,Y;x,p)=2?To(X-Y), (57) 

and, given (24) for these functions, fe 1 e2 *fe;e~ = ( l/27T) o(E1 -E~)fe;e2 , the *-composition 

law for these G's is 

G(X, Y;x,p )*G( W,Z;x,p) = o(X-Z)G(W, Y;x,p ). (58) 

V. GENERATING FUNCTIONS FOR THE LIOUVILLE POTENTIAL 

A less trivial system with a continuous spectrum is the Hamiltonian with the Liouville 
potentia!.20

•
21 In the conventions of Ref, 4 (h = 1, m = 112), the Hamiltonian kernel is 

(59) 

and the eigenfunctions of the corresponding 'H are 

(60) 

with continuum normalizations f dx 1/1~ 1 (x) i/Je/x) = o(E 1 - £ 2 ). The modified Bessel function 

(Ref. 22, Chap. VI, Sec. 6.22) can be written in the Heine-Schlafli form, 

The nondiagonal WF is then 

This Wigner function amounts to Meijer's G function, 

1 
fee (x,p)=-

8 3 ~sinh(7TT£7)sinh(7T[Ji;) I 2 7T 

40(e4xl ip+ i.JE; ip- i.JE; -ip+i.JE; -ip- i.JE;) 
x Go4 16 2 ' 2 ' 2 2 , 

Alternatively, the WF may be written as a double integral representation, 

feckJ E(q)(x,p )= ~ Vsinh( 7TVE(k))sinh( ?TVE(q)) 
27T 

f (cash Y) 1
P 

X dXdYeikXeiqY -- K2;p(exV4coshXcoshY), 
coshX 

(61) 

(63) 

(64) 

where E(k)=k 2,E(q)=q2
• This is an inverse integral transform, as in Sec. JV, of a generating 

function 
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J
oo elk Joo dq 

G(X,Y;x,p)= -,j -,j e-ikXe-iqY fE(kJE(q)(x,p) 
-oo sinh( 'TT.JE(k)) -oo sinh( 7T.JE(q)) 

2 ( cosh Y) ip 
= - -- K2ip(ex.J4 coshX cosh Y)=G*(Y,X;x,p). 

'TT coshX 

The form and construction of this G are consequences of (61), as detailed in Appendix D. 

2405 

(65) 

However, the *-composition law of this particular generating function is not so straightfor
ward. It is singular, as a consequence of the general relation (24) and the behavior of the integrand 
in (65) as k,q-->0. 

The singularity may be controlled by regulating the *-product through imaginary shifts in the momenta, 

( i•) ( i•) l ( '1cosh Y cosh W )-· G X,Y;x,p-T •G W,Z;x,p+ T = 2 1T G(W,Y;x,p)f(•) excoshX coshZ (coshX+coshZ) . 

It follows that one derivative with respect to either of X or Z suffices to eliminate the divergence at •=O, 

l ( '1cosh Y cosh W ) 
= 2 1T G(W,Y;x,p)(- Bx)ln excoshX cosh Z (coshX+coshZ) 

l (I sinhX ) 
= 2?TG(W,Y;x,p) z-tanhX- coshX+coshZ · 

Unlike the situation in (58), here the right-hand side vanishes at X=Z. More symmetrically, 

( i•) ( i•) l ( l sinhX ) 
!~~ BxG X,Y;x,p-T •BwG W,Z;x,p+ T = 2 1TawG(W,Y;x,p) 2tanhX- coshX+coshZ · 

By some contrast to the above, Eq. (65), an alternate generating function for just the diagonal 
WFs, f EE""' f E, could be defined through the spectral resolution of the * - K function, 

(66) 

This can be evaluated by reliance on Macdonald's trilinear identity,22
·
23 

g then is obtained by replacing x-->x+ Y and y-->x-Y, and Fourier transforming by 
( l/7T) f dY e-2ipY, 
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I: dE K;.;E{_e')fe(x,p)= 217T I dY e-2ipY exp( - &(e2x-z+ez+2Y +ez-2Y)). (68) 

Finally, simplifying the right-hand side gives 

27T Io'" dE K;J1!(e')fe(x,p)=exp(- &e2x-z) f dY e-ZipY exp(- &e'(e2r +e-2Y)) 

=exp( - te2x-z)K;p(e') = Q(z;x,p ). 

As a side check of this expression, (69), note that it must satisfy 

H*Q(z;x,p) = Q(z;x,p )*H= ( - a;+ e2')Q(z;x,p ), 

(69) 

(70) 

which follows from the spectral resolution evident in (66). Indeed, since e-'a,K;p(e') 
=ipe-'K;p(e')-K;p+ 1(e'), and (-a;+e 2')K,p(e')=p 2K;p(e'), these relations are satisfied, 

(pz+ e2x)*( exp( - te2x-')K;p( e')) = (exp( - t e2x-z)K;p( e') )*(p2+ e2x) 

==exp(- te2x-z)(-e2x-z a,K;µ(e')) 

+(pi+ re2x-z_ te4x-Zz)exp(-re2x-z)K;p(e') 

==(-a;+e2')(exp(- te2x-z)K;p(e')). (71) 

Parenthetically, as an alternative to the ordinary product form in (69), the phase-space kernel 
g may also be represented as an integral either of a *-exponential or of a single *-product (Note: 
Do not shift the integration parameter y by the phase-space variable x before the star products are 
evaluated.), 

Q(z;x,p) == & f dy exp.( - 2 s:nhy e2x-z+ iyp-e' coshy) 

== & f dy exp( -&eY-'e2x) *exp(iyp-e' coshy ). (72) 

This follows from the identities (cf. Appendix C) 

exp.(- __ Y_ezx-z+ iyp) =exp(- ~ey-ze2x) *exp(iyp) ==exp(- ~ezx-z+ iyp). (73) 
2 smhy 2 2 

The ordinary product form in (69) and the *-exponential form in (72) reveal that Q(z;x,p) 
==Q(z;x,-p), so one may replace exp(iyp) by cos(yp) in the second line of (72). Given these, 
there are several ways to verify (70). These relations and the star-product expressions for the 
kernel in (72) are isomorphic to those of the corresponding operators, as discussed in Appendix E. 

The *-composition law of these generating functions follows from (24) and Macdonald's 
identity, 

This also follows directly from the explicit form (69). Again, this is isomorphic to the correspond
ing operator composition law given in Appendix E. 

From the orthogonality of the r/Je's, ~:1e diagonal WFs may be recovered by inverse transfor
mation, 
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f sinh( 7rVe) 
fE(x,p)= dz 

2
7r K;.JE(e')Q(z;x,p). (75) 

This representation and the specific factorized x,p-dependence of Q can be of considerable use, 
e.g., in systematically computing diagonal matrix elements in phase space. 

In illustration of the general pattern, consider the first-order energy shift effected by a pertur
bation Hamiltonian kernel H 1 • It is, cf. Appendix B; Eq. (Bll), 

f sinh( 7rVe) 
11£= dz dx dp H 1 2

7r3 K;m(e')Q(z;x,p ). (76) 

Choosing 

(77) 

yields 

Now, 

(79) 

and hence (Ref. 18, 6.576.4, a=b), 

Thus, 

sinh(7rVe) _ 2J .. 12 (n+iVe+ip) 
11E= 

2
7r3 4" dp e"P f 

2 

(
n+iVe-ip) (n-iVe+ip) (n-iVe-ip) xr 

2 
r 

2 
r 

2 
. (81) 

Finally (Ref. 18, 6.422.19), 

( 

2-n+i{E 2-n- ;{£) 
2 ' 2 

=47rG~ ~ · n+i{i n- iVE 
------

2 ' 2 

(82) 

To sum up, the perturbed energy shift is a Meijer function, 
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2-n + i./E 2-n- i./E) 
2 ' 2 

e' n+i./E n- i./E · 
_2_'_2_ 

(83) 

In principle, any polynomial perturbation in either x or p can be obtained from this, by differen
tiation with respect to n and s. (Retaining a bit of exponential in x would be helpful to suppress 
the region of large negative x). 
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APPENDIX A: •-FOCK SPACE AND COHERENT STATES 

Dirac's Hamiltonian factorization method for algebraic solution of the harmonic oscillator 
carries through (cf. Ref. 2) intact in •-space. Indeed, 

motivating definition of 

Thus, noting 

and also that, by above, 

1 h 
H= 2(x-ip)•(x+ip)+ 2' 

1 
a= V2(x+ip), 

1 
at=-(x-ip). 

V2 

(Al) 

(A2) 

(A3) 

(A4) 

provides a •-Fock vacuum, it is evident that associativity of the •-product permits the entire 
ladder spectrum generation to go through as usual. The •-genstates of the Hamiltonian, such that 
H•f=f•H, are thus 

(AS) 

These states are real, like the Gaussian ground state, and are thus left-right symmetric •-genstates. 
They are also transparently •-orthogonal for different eigenvalues; and they project to themselves, 
as they should, since .the Gaussian ground state does, fo* f 0 = / 012-rrh. 

The complete set of generalized WFs can thus be written as 

1 
fmn= ~(at*)"fo(*a)m, m,n=0,1,2,3, .... 

\ln!m! 
(A6) 

507 

Downloaded 16 Oct 2002 to 146.139.180.65. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jmp/jmpcr.jsp 



508 

J. Math. Phys., Vol. 42, No. 6, June 2001 Generating all Wigner functions 2409 

The standard combinatoric features of conventional Fock space apply separately to left and 
right (its adjoint) *-multiplication: 

(A7) 

fn*a=~n+lfn+l.n• 

(A8) 

fn*at=h..{r;fn-l,n• fn*at*a=hnfn· 

Furthermore, a left/right (non-self-adjoint) coherent state is naturally defined19
•
24 

<I> (a ,{3) =exp.( aa t)f 0exp.({3a), a *<I>( a ,{3) = a<l> (a ,{3), <I>( a, /3) *at= {3<l>( a,{3). 
(A9) 

Up to a factor of exp(([a[2+[/3[2)/2), this is also the WF of coherent states [a) and (/3[. 24 As 
indicated in the text, this coherent state is identifiable with the generating function G for the 
harmonic oscillator. 

APPENDIX B: STATIONARY PERTURBATION THEORY 

Perturbation theory could be carried out in Hilbert space and its resulting wave functions 
utilized to evaluate the corresponding WF integrals. However, in the spirit of logical autonomy of 
Moyal's formulation of quantum mechanics in phase space, the perturbed Wigner functions may 
also be computed ab initio in phase space, 17

•
25 without reference to the conventional Hilbert space 

formulation. The basics are summarized in the following. 
As usual, the Hamiltonian kernel decomposes into free and perturbed parts, 

(Bl) 

Fairlie's stationary, real, *-genvalue equations8
•
4 for the full Hamiltonian, 

(B2) 

are solved upon expansion of their components E and f in powers of A., the perturbation strength, 

(B3) 

(B4) 

Note the superscripts on E and f are order indices and not exponents. Resolution into individual 
powers of A. yields the real equations: 

(BS) 

(B6) 

(B7) 

Left multiplication of (B6) by !?, * yields 

l},*Ho*f~ +I},* H 1 *!?,= E?,/!,*f~ + E~*I},, (B8) 
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and, by (BS), 

(B9) 

by (11), (10), and the cyclicity of the trace (3), 

J dxdpE,;tn*fn= J dxdp(fn*Hi*fn)= J dxdp(H1*fn*fn)= 2 ~/i J dxdpH1*fn. 

(BlO) 

Hence, 

(B 11) 

the diagonal element of the perturbation. For the off-diagonal elements, similarly left-*-multiply 
(B6) by fm, 

By completeness, f~, i =F 0, resolves to 

the reality condition dictating 

Consequently, by (10), 

and hence 

For m=Fn, 

so that 

Finally, use of (11), yields 

f~ = L a~.kif,,I, 
k,/ 

~ a~.lnJ?m 
27Tli(fm*H1 *fn) 

E~-E~ 

(B12) 

(B13) 

(B14) 

(B17) 

(B18) 
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On/ I ,.0 = Eo _ Eo dx dp H 1J mn • 
n m 

(Bl9) 

We also have the similar equation for l1'n. Consequently, a~.lm is proportional to the matrix 
element of the perturbation, and it vanishes unless l or m is equal to n. [Note: This differs from 
Ref. 25, Eq. (45).] To sum up, 

f~= ~n E~~E~ (t.m(f dx' dp' Hi(x',p')/.,n(x',p')) 

+ fmn( f dx' dp' H1(x' ,p')/.m(x' ,p'))). (B20) 

By (8), it can be seen that the same result may also follow from evaluation of the WF integrals of 
perturbed wave functions obtained in standard perturbation theory in Hilbert space. 

For example, consider H 1 = v'2 x =a+ at. It follows that Eb= 0, and 

I on,l I I ,.0 t 
an.Im (E~-E~) dxdpJmn*(a+a ) 

= (E~~E~) ff dxdp(.Jm+lfm+1,n+f,;+Tf,,,,n+1) 

=on.1(~m+l 8m+l,n-~n+l om.n+1). (B2l) 

for m1'n, and the (m<->/) expression for l*n. Hence, 

(B22) 

APPENDIX C: COMBINATORIC DERIVATION OF IDENTITIES (54) AND (73) 

The •-exponential (54) of the Hamiltonian kernel for the linear potential is also easy to work 
out directly, since the combinatorics in •-space are identical to the combinatorics of any associa
tive algebra. In particular, the Campbell-Baker-Hausdorff expansion also holds for •-exponentials, 

exp.(A)•exp.(B)=exp.(A+B+ HA.BJ.+ h[A,[A,B].].+ h[[A,B].,B].+C), (Cl) 

where C represents a sum of triple or more nested •-commutators (Moya! Brackets, [A ,B]. 
=A•B-B•A). Now, choosing A=itx and B=itp2 +it2p+tit3

, yields [A,B].=-2it 2p 
-it3, [A,[A,B].].=2it3

, [[A,B].,B].=O, and hence C=O. 
Consequently, 

(C2) 

But further note exp.(ax)=exp(ax), and also exp.(bp2+cp+d)=exp(bp2+cp+d). This reduces the 
*-product to a mere translation, 
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exp.(ax) *exp.(bp2 + cp + d) =exp( ax )*exp(bp 2 + cp + d) 

=exp(ax+ ±iaap)exp(bp2+cp+d) 

=exp(ax+b(p+ !ia) 2+c(p+ !ia)+d) 

=exp(ax+bp2+(c+iab)p+d- ia2b+ tiac). (C3) 

Consequently, 

(C4) 

and the identity 

exp.( it(x + p 2)) = exp(it(x + p 2 + t 2/12)) (54') 

follows. 
The proof of 

exp.(- -.-Y-ezx-z+ iyp) =exp(- ~ey-ze2x) *exp(iyp) =exp(- ~ezx-z+ iyp) (73) 
2 smhy 2 2 

is similar. Choosing now A=- ±eY-'e2x and B=iyp, it follows that [A,B].=-2yA, so that 
only those multiple Moya! commutators survive which are linear in A. This means, then, that in 
the Hausdorff expansion26 for Z(A,B)=In.(exp.(A)*exp.(B)), only B and terms linear in A 
survive. Hence, Z reduces to merely 

( 
BJ* ) 

Z=B+A l-e-BI, . (CS) 

The Hadamard expansion in BJ. means successive right *-commutation with respect to B as 
many times as the regular power expansion of the function in the parenthesis dictates. Conse
quently, 

exp( - ~eY-'e 2x) *exp(iyp) =exp.( - ~eY-'e 2x) *exp.(iyp )=exp.( - 2 si~h y e 2x-z+ iyp). 

(C6) 

On the other hand, 

exp(- ±eY-'e2x)*exp(iyp)=exp(- tey-z+Zx)exp(iy(p+iBxf2))=exp(- te 2x-z+iyp), 
(C7) 

and the identity is proven. 

APPENDIX D: CONSTRUCTION OF THE GENERATING FUNCTION FOR THE 
LIOUVILLE WFS 

From (60) and (61), it is evident that the Liouville wave functions can be generated by 

Joo dk 
exp( -ex cosh X) = e-ikX ifrE(k)(x), 

-oo ~sinh( 71'.JE(k)) 
(DI) 

where E(k)=k2 . Therefore, the usual wave function bilinears appearing in the WFs are generated 
by (recalling that the I/!' s are real) 
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exp( - ex-y cosh X)exp( - ex+y cosh Y) = J. ~ J. ~ 

-• ~ sinh( 7T~E(k)) -• ~ sinh( 7T~ E(q)) 

xe-ikX-iqY 1/JE(k)(x-y)i/JE(q)(x+y). (D2) 

Consequently, Fourier transforming this produces a generating function for WFs, 

1 J. - dy e- 2iPYexp( -ex-y coshX)exp( -ex+y cosh Y) 
1T -· 

J. ~ J. ~ -ikX-iqY = e fE(k)E(q)(x,p). 
-•-.Jsinh( 1T~E(k)) -•-.Jsinh( 1T~E(q)) 

(D3) 

Evaluation of this expression yields just a factor multiplying a modified Bessel function, 

f :. dy e- 2ipy exp(-ex-y coshX-ex+y cosh Y) 

= J:. dy exp( -2ip( y + ~ ln(coshX/cosh Y))) exp(- (ex~4 coshX cosh Y)coshy) 

(
cosh Y);p 

=2 coshX K2;p(ex~4 coshX cosh Y). (D4) 

Thus, a generating function for the complete set of Liouville Wigner functions is 

- -- K2;p(ex~4 coshX cosh Y)= 
2 (cosh y)ip I• dk I• dq 

1T coshX -·~sinh(7T~E(k)) -·~sinh(7T~E(q)) 

xe-ikX-iqY iE<k> E(q)(x,p), (65') 

as in the text. 

APPENDIX E: OPERATOR ORDERING AND EQ. (69) 

Given the factorized phase-space generating function 

Q(z;x,p)=exp(- te2x-z)K;p(e'), (69') 

what is the operator corresponding to it? According to Weyl's prescription, Eq. (5), the associated 
operator is 

®(z;X,P)= ( 2 ~) 2 f drdudxdp Q(z;x,p)exp(ir(P-p)+iu(X-x)) 

= ( 2 ~)2 f d'Tdudx dp exp(irP+iuX) exp(- ~e2x-'-iux )K;p(e')exp(-irp). 

(El) 

The integrals over x and p may be evaluated separately, if the u contour is first shifted slightly 
above the real axis, a-+a+ it:, thereby suppressing contributions to the x-integral as x-+-co. 

Now s=te 2x-z gives 
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I +oo ( 1 ) Joo ds . . d.xexp --e2x-z_i(u+iE)x = -(2se')-•(u+i<)l2exp(-s) 
-oo 2 o 2s 

= ~ e-i(z+ln 2)ul2 f (- i( u+ i E)/2). (E2) 

By (61), 

So 

IB(z;X, P) = 8~ f dTdO' e-i(z+ln Z)u/Z f( - i(u+ iE)/2) e-e' cash' exp(iTP+ iuX). (E4) 

The shifted u contour avoids the pole in r at the origin. 
Ordering with all P's to the right, thereby departing from Wey! ordering, yields exp(iTP 

+ iuX) =exp(iuX)exp(iu77'2)exp(iTP). Performing the u integration before the Tintegration, per
mits taking the limit E-+0 to obtain 

\B(z;X,P)= 8~ f d T( f duf(-i( u+iE)l2)exp(iuX+iuTl2-iu(z+ ln2)/2)) 

X e-e' cosh T exp(i TP) 

= 2_ f dT(41T exp( -e2x+,-(z+ln 2l))e-•' cosh 'exp(iTP) 
81T 

lJ ( 1 1 1 ) = - dTexp - -e2X+T-z_ -ez+T_ -e'-' exp(iTP) 
2 2 2 2 . (E5) 

This is the operator correspondent to (72); it reflects the Wey! correspondence through which it 
was originally defined (although, technically, it was taken out of Wey! ordering above, merely as 
a matter of convenience, not a bona-fide change of representation). 

This form leads to a more intuitive Hilbert space representation. Acting to the right of a 
position eigen-bra, (xJX= (xJx, while the subsequent exponential of the momentum operator just 
translates, (x[exp(iTP)={x+ TJ. So the full right-operation of 6 is 

lJ ( 1 1 1 ) = - dy {y[exp - -ex+y-z_ -ez+y-x_ -ez-y+x 
2 2 2 2 . (E6) 

Inserting l=JdxJx)(xJ gives \B(z;X,P)=fdxJx){x[\B(z;X,P), and leads to a coordinate 
space realization of the operator involving an x,y-symmetric kernel, 

lJ ( I I I ) IB(z;X, P) = 2 dx dy Jx)(yJ exp - 2ex+y-z_ 
2

ex-y+z_ 
2

e-x+y+z . (E7) 

This operator is diagonal on energy states: by Macdonald's identity (67), and the reality and 
orthogonality of the wave functions, 
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(Ed\!5(z;X,P)IE2)= ~ J dx dy i/1~ 1 (x) ifiE)Y) exp( ~ex+y-z_ ~ez+y-x_ ~ez-y+x) 

S(E1 -Ez) K;,/E7(e'). (E8) 

This is in agreement with the corresponding phase-space expression, (66). 
The composition law of this operator also parallels its phase-space isomorph, (74), 
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We present a method for the direct computation of the Wigner function by solving a coupled system of 
linear partial differential equations. Our procedure is applicable to arbitrary binding potentials. We introduce a 
modified spectral tau method that uses Chebyshev polynomials as shape functions to approximate the solution. 
Since two differential equations are solved simultaneously, the resulting linear equation system is overdeter
mined. We approximate its solution by a least-squares method. We prove the stability and convergence of our 
scheme. As an application, we compute numerically the Wigner function for the harmonic oscillator. Our 
calculations show excellent agreement with known analytic results. [S!050-2947(98)04704-0] 

PACS number(s): 03.65.Bz, 02.70.Hm 

I. INTRODUCTION 

An alternative formulation of standard quantum mechan
ics a la Schriidinger or Heisenberg is the phase-space ap
proach pioneered by Wigner. Here the standard definition of 
a Wigner function [1] is based on the density matrix. Hence 
once we know the density matrix we find the Wigner func
tion by performing a Fourier integral. However, one might 
ask if phase space alone defines the Wigner function 'I'. 
Does there exist a set of real partial differential equations in 
the phase-space variables q and p which determine 'I'? This 
would avoid the detour through the density operator and the 
Fourier integral. Indeed, a set of two real linear partial dif
ferential equations [2,3] defines the Wigner function. This 
set is rarely investigated in the literature [4], although it of
fers new insights into the Wigner function. To derive solu
tions for these phase-space equations is the topic of these two 
papers. 

According to Heisenberg's uncertainty principle, position 
and momentum cannot be measured simultaneously and pre
cisely. So, strictly speaking, one cannot define a phase-space 
probability distribution in quantum mechanics. However, 
several quasiprobability distributions [1,5,6] have been pro
posed and widely used that carry some of the key features of 
classical phase-space densities. The most famous quasiprob
ability distribution is the Wigner function [7]. This function 
has found a wide range of applications (in the fundamentals 
of quantum mechanics, quantum optics, nuclear physics, and 
plasma physics, to name just a few areas). The Wigner func
tion shows many features of a classical phase-space density. 
In particular, this quasiprobability has quantum
mechanically correct marginal distributions [8]. However, 
because of the uncertainty principle the Wigner function dif
fers in two important points from a classical phase-space 
distribution [9]. One is a required symmetrical ordering of 
observables [!]. Second, the Wigner function may contain 
areas of negative "probabilities." These negativities have 
been considered prominent features of nonclassical behavior 
[IO]. Quite typically, the negative areas occur as oscillations 
arising from interference effects [11,12]. 

In this paper we introduce a spectral tau method [13] to 
compute the Wigner function direct! y for energy eigenstates. 
We apply proposals of Fairlie [2(a)J and Kundt [2(b)]. They 

1050-2947/98/57(5)/3188(18)/$15.00 

derived two real linear partial differential equations for the 
Wigner function of a bound energy eigenstate. To our 
knowledge, the present work is the first one that describes 
how to solve these equations numerically for an arbitrary 
one-dimensional binding potential. We approximate their so
lution as a finite sum of Chebyshev polynomials in the two 
phase-space variables position and momentum. Since we si
multaneously solve two differential equations, the resulting 
linear system of equations is overdetermined. We approxi
mate its solution by a least-squares method. We prove the 
stability and convergence of our method. Traditionally the 
Wigner function is calculated by first finding the stationary 
wave function (solving the Schriidinger equation) and then 
performing a Fourier transformation. Our method avoids the 
detour of calculating the wave function. 

We believe that this procedure may provide new insight 
into the fascinating properties of quasiprobability distribu
tions, and that our method will become a valuable tool for 
numerical computations of the Wigner function. We note 
that our approach can be generalized to any similar system of 
partial differential equations. 

In Sec. II we present the differential equations for the 
Wigner function. Section III introduces the fundamentals of 
spectral methods. The truncated system of differential equa
tions that we use in this paper to outline our method is given 
in Sec. IV. In Sec. V we perform the required calculations to 
implement our modified spectral method. Aspects of stabil
ity, convergence, and error estimates are discussed in Sec. 
VI. A numerical example of the harmonic oscillator is given 
in Sec. VII. 

II. FORMULATION OF THE PROBLEM 

In the present section we briefly summarize the two 
phase-space equations defining the Wigner function of an 
energy eigenstate of a one-dimensional binding potential. 
We introduce dimensionless variables on a quadratic domain 
of phase space which will make it convenient to apply our 
method of solving these equations. 

In Appendix A we show that the Wigner function 

3188 © 1998 The American Physical Society 
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of an eigenstate I I/;£(_ q) > in position representation of energy 

E in a one-dimensional potential U = U ( q) follows from the 
equations 

[ 

P a 00 

---+ L 
M aq r= 1.3,5,. .. 

1 (ih)'-
1 

d'U a' l 
;:'! 2 dq' ap' ifr(q,p)=O 

(1) 

and 

+ L r=2,4,6, ... 
1 ( ih) 'd' U a' l 
;:'! 2 dq' ap' ifr(q,p)=Eifr(q,p) 

(2) 

in the phase-space variables' positions q and momentum p, 
respectively. Here M and h denote the mass of the particle in 
the potential and Planck's constant, respectively. 

In general, these equations are of infinite order in p. How
ever, in the case of a polynomial potential U only a finite 
number of derivatives contributes. In any case the solution 
ifr(q,p) is symmetric in the momentum variable p, that is 

ifr(q, - p) = ifr(q,p ). (3) 

When we introduce the dimensionless variables Q=q!a0 
and P=(a0 1h)p with the appropriate characteristic length 
a0 , we find 

[ -P!_+ i ~ (~)r-I :Qr~ a~'l'IJl(Q,P)=O 
aQ r= l,3,5, ... 

and 

[ 
pz 1 az 
2+V(Q)-E-SaQl 

1 ( i ) 'd'V a' l 
+ r=&.6.. ;:'! Z dQ' aP' ifr(Q,P)=O, 

where V(Q)=(Maiith 2)U(q) and E=M(aiith 2)E denote 
the corresponding dimensionless potential and the energy ei
genvalue, respectively. 

To apply our tau ansatz, it is convenient to transform the 
phase-space domain [-P0 ,P0]X[Q 1,Q2] with P0>0 and 
Q 1 < Q 2 , onto the square [ - 1, l] X [ - 1, 1]. This is the range 
for which the Chebyshev polynomials used in our method 
are defined. We can easily invert this linear mapping once 
we have found the solution. 

We accomplish this transformation by introducing the 
new momentum variable 

p 
y=

Po 

and the new position variable 

where 

With the potential 

we arrive at the two coupled equations 

[ 
P0 a 

Looctifr= --y
Q0 ax 

+ L 
r= 1,3,5, ... 

1 ( i) r- I 1 d'V a' l 
;:'! 2 P0Q0 dx' ay' ifr(x,y)=O 

(4) 

and 

[
Piiy 2 1 a2 

Leven'¥= -2-+V(x)-E- 8Qii a;,'i 

1 ( i)' 1 d'V a' l 
+,=fi.6 .. ;:'! 2 P0Q0 dx' ay' ifr(x,y)=O. 

(5) 

This is the set of equations we solve using our modified tau 
method. In the present paper we truncate this set after the 
second derivative of the potential in order to outline our 
modified spectral method. In paper II [14] we extend this 
technique to treat arbitrary high orders. We conclude this 
section by noting that indeed these definitions limit the range 
of the variables x and y to the phase-space square 
[-1,l]X[- l,l]. 

III. SPECTRAL AND TAU METHODS: A BRIEF REVIEW 

In the present section we first briefly review the spectral 
and tau methods for finding solutions of partial differential 
equations. Detailed descriptions of these methods can be 
found in the mathematical literature, e.g., Refs. [13,15], and 
the references therein. We then adopt these techniques to the 
specific problem of the two coupled equations (4) and (5). 

Spectral methods belong to the class of weighted residual 
methods and address differential equations of the form 

Lif;=J, (6) 

where L is an arbitrary differential operator, fan inhomoge
neity, and i/;the solution of that problem in a domain D. The 
spectral method starts from the approximate solution 

N 

I/JN= L ll;c/>; (7) 
i==1 

of Eq. ( 6), that is a linear superposition of N known trial or 
shape functions c/>; . Here the coefficients a; are the constant 
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coefficients to be determined. When we substitute the ap
proximate solution if!N into Eq. (6), the residual 

(8) 

of the equation is in general not equal to zero. The aim of the 
method is to find if!N, i.e., the unknown coefficients a;, such 
that R is small. We achieve this goal by requiring that the 
integral 

(9) 

of the weighted residuals over D vanishes. Here the quanti
ties 'Pv with v= l, ... ,N are called weight or test functions. 
From Eq. (9) we find, with Eq. (8), the N equations for linear 
operators L, 

N 

L a;f (Lcp;)cp.= f f'Pv· 
i=l D D 

for the N unknown coefficients a;. When we define the com
ponents 

of the NXN matrix r, and the components 

of the N vector b, this problem can be written as the linear 
system of equations 

ra=b (10) 

for the vector (a);=a; contammg the N unknown coeffi
cients a; of the spectral ansatz (7). 

The spectral method uses the same orthogonal functions 
cp; = cp; as trial and weight functions leading to the relation 

whereby O;v and x denote the Kronecker symbol Eq. (Cl) 
and a positive weight function depending on the particular 
choice of the cp;, respectively. Making use of these orthogo
nality relations only pairs cfl;'Pv with i'= v give a nonvanish
ing contribution to the system of equations (IO). 

Usually the trial functions satisfy the same boundary con
ditions as required for the solution if!. When this is not the 
case the method is called the tau method. Then certain equa
tions of system (IO) are discarded and replaced by the 
boundary constraints. It is worth mentioning that for suffi
ciently smooth solutions the spectral tau method yields re
sults that are much more accurate than any finite-difference 
scheme with the same number of unknowns, see Ref. [16]. 

Since in our specific problem there are no boundary con
ditions, the tau method is the basis of our approach. In con
trast to usual applications of tau methods we have to solve 

two real partial differential equations simultaneously corre
sponding to the two operators Leven and L 00ct. This leads to 
an overdetermined linear system consisting of 2N equations 
for N unknowns. Here we have two choices: Either we find a 
way to reduce the system to a N X N system of full rank, or 
we keep all the equations with more than one nonvanishing 
coefficient, and apply a least-squares method to the full sys
tem. The second approach is valid, provided that the error 
introduced by the least-squares approximation is not larger 
than the spectral error. That means that in practice we do not 
require that the weighted residuals Eq. (9) vanish, but we 
minimize them in a least-squares sense. Our numerical ex
periments show that this approach does indeed yield solu
tions of very high accuracy for our model problem, where 
the exact solution is known and can be used to check the 
numerical solution. 

JV. TRUNCATION OF THE SYSTEM 

In the preceding sections we have laid the foundations for 
both papers. To bring out most clearly the essential ingredi
ents of our modified tau method we now illustrate this tech
nique for the truncated system of equations. This is the set of 
equations which we actually solve in this paper. The gener
alization to infinite order-that is the full Eqs. (4) and 
(5)-is the topic of paper II [14]. 

In general, Eqs. (1) and (2) are of infinite order in the 
momentum p. However, in the case of a polynomial poten
tial only a finite number of derivatives contributes. For ex
ample, the equations for the harmonic oscillator with 

U(q)=!mw 2q 2 are of second order. In this case analytic 
solutions of the two coupled equations exist [ 4]. The ultimate 
goal of the present work is to solve this set of equations 
including all derivatives. However, to demonstrate our modi
fied spectral tau method and to illustrate the structure of the 
resulting linear equation system, we neglect in a first ap
proach terms of higher than second order in p. Hence we 
here consider the simplified equations 

and 

[ 
P0 a I dV a] 

L 1'¥= --y-+---- 'lt(x,y)=O 
Qo ax PoQo dx ay 

[ 
P~y 2 I a2 

L 2'¥"" -2-+V(x)-E-~-::::z 8Qo ax 

1 d
2
V a

2 l 
- 8Q~P~ Way 'lt(x,y)=O. 

(I l) 

(12) 

This is the set of equations we use throughout this paper. We 
note that Eq. (II) is closely related [7] with the Liouville 
equation of classical statistical mechanics. 

V. IMPLEMENTATION OF OUR METHOD 

In this section we present an implementation of our modi
fied spectral tau method and proceed in three steps: First we 
formulate our spectral ansatz Eq. (7) for the two coupled 
differential equations (11) and (12). Since our problem in
volves two differential equations we have to evaluate two 
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residuals Eq. (8) in the second step. The last step is to build 
up the linear system of equations Eq. (10). 

We emphasize that the set of equations (11) and (12) can 
be solved analytically [ 4] for the harmonic oscillator 
V( Q) = Q2/2, and thus provides a good test of our numerical 
results. When we include higher-order terms of the differen
tial equations (1) and (2), the procedure remains the same. 
Each additional order leads to one additional term in the 
matrix coefficients of system (10). Since this does not in
crease the number of equations or the number of unknowns, 
it is computationally not more expensive to include higher
order terms (see Ref. [14]). 

A. Establishing the spectral ansatz 

We now present our modified tau method for the second
order differential equations (11) and (12) for the Wigner 
function. We follow Ref. [17], and use Chebyshev polyno
mials in our approach. They are recommended as the best 
choice whenever a nonperiodic problem occurs or whenever 
one works with general functions that do not allow us to use 
special geometries. Since we seek a universal method valid 
for an arbitrary potential, we face just such a situation. 
Chebyshev polynomials give good results, and converge fast 
enough under almost all circumstances. Furthermore, they 
are easy to handle, because all terms, products, and deriva
tives can be reexpressed in terms of Chebyshev polynomials. 

We assume a solution of the form 

Nx Ny 

'l'N(x,y)= L 1 :L' a1,kT/x)Tk(y), (13) 
1~0 k~O 

which is a special case of the ansatz Eq. (7). Here we denote 
the Chebyshev polynomial of order j by T1, and refer for 
their properties to Ref. [18] and Appendix B. As usual in 
Chebyshev series, the primes indicate that the first term in 
each sum is multiplied by the factor t. 

To reduce the number of unknowns we take advantage of 
the symmetry of Eqs. (11) and (12) in y, following from Eq. 
(3). For any approximation 'I' N of the Wigner function that 
has a continuous derivative this symmetry is equivalent to 
von Neumann boundary conditions 

: 'l'N(x.y)I =o 
y y~O 

(14) 

on the x axis. When we substitute ansatz (13) into condition 
(14) we find-expressing with the help of Eq. (B2) the de
rivative of a Chebyshev series in another Chebyshev series
the constraint 

whereas the residual of Eq. (12) reads 

i"'Nx J, J dy 
""I dTk(Y) I ..::.. a·kT(x)--

k~Ny y=O 

where the coefficients for k=O,I, ... read 
Ny 

a} 2k=L 2(2s+l)a12s+l• 
' s=k ' 

Ny 

a1Y2k+l= L 2(2s+2)a1 2s+Z· 
' s=k ' 

(15) 

(16) 

(17) 

To satisfy Eq. (15) for all x the products a},kTk(O) have to 
vanish for all k. Since Chebyshev polynomials T2k+ 1(y) of 
odd order vanish at the origin the condition a},2k = 0 has to 
be satisfied. According to Eq. (16) this translates itself into 
the requirement 

a1.2k+1 =O (18) 

for all k. Hence in our specific problem of Eqs. (11) and (12) 
the number of unknowns is reduced by a factor of 2. Since in 
contrast to the usual spectral method no boundary conditions 
are present, Eq. (18) is the only information we can extract 
from the boundaries. 

B. Evaluating the residuals 

We now insert our spectral ansatz Eq. (13) for 'I' into the 
two coupled differential equations (11) and (12) for the 
Wigner function and evaluate the two residuals of these 
equations. For the sake of simplicity we here only present the 
main ideas and results and refer to Appendix B for the cal
culation. 

Since we have represented the Wigner function 'I' by a 
Chebyshev series, it is convenient also to express the poten
tial 

(19) 

as a Chebyshev series. For polynomial potentials this repre
sentation is exact, while for other smooth potentials the ap
proximation can be made as accurate as desired. This we 
achieve by an appropriate choice of the upper limit N v . 

When, according to Appendix B, we express all the terms in 
Eqs. (11) and (12) by Chebyshev polynomials, for the re
sidual of Eq. (11) we obtain the expression 

(20) 
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+ L' ! V1aj,2k[Tj+1(x) + T1j-tl(x)]T2k(Y )- E L' aj.2kT/x)T2k(y) 
1-,:;,Nx J.,;;.Nx 
2k~Nk 2k~Ny 

{-s;,Nu 

The coefficients of the series follow from Eq. (B3), and are 
given by 

Nx 

a1~2k= L 2(1+ 1 +2s)aj+l+2s2k• 
' s=O ' 

Ny 

a},zk+I = L 2(2s+2)aJ.2s+Z 
s=k 

and 

Nx Nx 

aj~= L L 4(1+ 1 +2t)(j+2+2s)a1+2+2s.2k, 
t=O s=t 

Ny Ny 

afjk=L L 4(2t+1)(2s+2)a1,2s+Z· 
t=k s=t 

We obtain the latter relations by applying Eq. (B2) twice. 
Note that, due to Eq. (18), a};ll+i =afjk+ 1 =O. To bring out 
clearly the variable x or y of the partial derivatives, we have 
introduced a superscript in the coefficients of the differenti
ated series. Also, the coefficients of second derivatives carry 
a double superscript and are double sums given by Eq. (B6). 
For a detailed discussion of these points we refer to Appen
dix B. 

These residuals seem to be very complicated, but their 
structure can easily be understood. Indeed every term in R 1 

and R 2 corresponds to a term in Eqs. (11) and (12). Any 
derivative of a Chebyshev series is again a Chebyshev series. 
However each derivative decreases the order of the sum by 
1, since a Chebyshev series is a polynomial. The upper limits 
Nx-1, Ny- I, and Nv-1 in the multiple sums of R1 arise 
from the differentiation of the corresponding Chebyshev se
ries. Equivalently the upper limits Nx-2, Ny-2, and Nv-2 
in the multiple sums of R2 occur, where the corresponding 
quantities have been differentiated twice. Furthermore one 
has to perform products of Chebyshev polynomials. As 
shown in Appendix B this leads to symmetrical shifts in the 
indices of the Chebyshev polynomials, which can also be 
easily identified in the expressions Eqs. (20) and (21). At last 
one has to multiply an ordinary polynomial, y 2 , with Cheby
shev polynomials, which gives a symmetrical structure of 
three Chebyshev polynomials T2k_ 2 , T2k, and T2k+Z. 

(21) 

These simple properties of Chebyshev polynomials bring out 
most clearly the structure of the residuals. 

C. Setting up the linear system of equations 

Now we are ready to set up the system of equations (10) 
for the coefficients a j ,k • We require that the integral of the 
weighted residuals (9) over the computational domain 
!l==[- l,l]X[- l,l] vanishes. With the Chebyshev weight 

1 1 
x ( x' y) = ,,..--, ,,---:-'f ' 

yl-x- yl-y-

this yields the conditions 

(22) 

for both residuals, that is for a= 1 and a= 2 and all pairs 
v,µ with v=0,1,2, ... ,Nx and µ=O,l,2, ... ,Ny. 

We substitute Eqs. (20) and (21) for the residuals R 1 and 
R2 into Eq. (23), and note that due to the orthogonality 

f 
i dx { :. jji==kk=O 

T1(x)Tk(x) ~= 
-1 yl-x 71" 

2' j=k= 1,2, ... 

of the Chebyshev polynomials only the integrals 

contribute. To satisfy Eq. (23) the prefactors of these inte
grals, that is, the prefactors belonging to the product 
Tv(x)Tµ(y), must vanish. This condition leads to the homo
geneous system of equations 

(24) 

We note that this system corresponds to the system Eq. (10) 
with b=O. 

We identify the coefficients f}:I: according to Appendix 
C, and find 
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v == j - 1 - 2n ~d{ 2µ+l==lk-ll 
& · 

-Qo] if nelN 2µ + l = k + 1 
vE{O,l ..... N;-1) 

2µ+IE{l. ... ,.V,} 

rv.2µ+1 
j,k v == Ii - t I (25) 

2µ + 1 == k - 1 - 2n 
+ _i_vrk 

PoQo I • if v==j+z and nelN 

and 

-E+ !1 . ~ 
if 

+ 
p2 

if .:..0.. 
8 

+ !V1 if 
rv,2µ -

j,k -

~(j2 _ v2)j if 

vu 2 . 2 - isP'Q' (k - 4µ )k if 
0 0 

Here the terms Vf and Vf' follow from Eq. (B4) . We note 

that the coefficients rJ:tJL+ 1 (odd in µ) result from the re

sidual R1 whereas the coefficients fj'}IL (even inµ) originate 

from R2 . 

The linear system (24) obviously has the trivial solution. 
To find nontrivial solutions, we need at least one additional 
equation. We do this by setting the value of the solution at an 
arbitrary point in the computational domain, such as the ori
gin, to a nonzero value, for example unity. We then obtain 
from Eq. (13), recalling the properties T21 +1(0)=0 and 
T21(0) = (-1)1, the additional equation 

lE{0.1, .... N.-1} ·2µ+1E{l ... ... V,-1} 

vE{O.l, ... ,N;} 

I/= J and 2µ = k 
vE{O.l, .. .. Nz} 2µE {0.2 .... ,.Vy} 

~d{ 2µ = lk - 21 
I/= J 

vE{O,l, ... ,:V;} 2µ = k + 2 
2µE{0.2 .. .. N,) 

v == Ii - t I 

v=j+l and 2µ = k 

lE{O,l, .... N.} 
2µE{0.2,. .. ,:V,} 

vE{O,l, .... N;} 

v == j - 2 - 2n 2µ = k 
neN and 
vE{O,l, ... ,Nz-2} 

2µE{0,2 ..... N,) 

v =Ii - ti 
2µ = k - 2 -2n 

v==j+t and nelN 
lE{O,l, ... ,N.-2} 2µE{0,2..,Ny-2} 

ve{o.1, ... ,.1\fz} 

'11(0,0)= I= ~· (-1)1+ka 21.u. 
J:f;.Nx 
k <;Ny 

(26) 

(27) 

Since the original equations (l l) and (12) are linear, we can 
arbitrarily choose the value of the Wigner function and the 
solution can be normalized after the computation of the un
known coefficients. 

We approximate the solution of the overdetermined linear 
system (24) by a standard least-squares algorithm [19]. This 
introduces an additional error to our solution since then the 
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residuals are not exactly zero, but are minimized in a least
squares sense using the L2 norm. In general, the norm of the 
residuals decreases with increasing N x and Ny , and therefore 
can be used as a measure to check the accuracy of the ap
proximation. In Sec. VII we present numerical calculations 
for our model problem. As the results are of high accuracy 
for appropriate N x and Ny, the least-squares approach can be 
justified. 

VI. CONVERGENCE OF OUR METHOD 

In this section we analyze the convergence of our integra
tion scheme for the set of differential equations (11) and 
(12). Throughout the section we make heavy use of results of 
Canuto et al. [16]. We discuss error estimates, stability, and 
consistency. For an introduction into the elements of func
tional analysis and definitions such as stability, consistency, 
and well-posed problems, we refer to Appendix D. In the 
present section we just discuss the results qualitatively. 

The convergence properties and the errors of a Chebyshev 
series approximating a given function have been studied ex
tensively [16]. We make use of these results in our approach 
to control the error of the approximation to the potential 
V(x) by a Chebyshev series. However, these properties are 
not applicable to the approximation of the solution of Eqs. 
(11) and (12), since here the approximated function is not 
given explicitly but implicitly as a solution of differential 
equations. In order to apply the convergence theorems of 
Chebyshev series we have to ensure that the approximation 
converges toward the solution of the differential equation. 
Hence we have to show that the differential equation has a 
unique solution. Furthermore we have to investigate whether 
our approximation converges and represents this solution in 
the limit N-'>oo. Therefore the question of convergence of a 
numerical approximation to the exact solution is central to 
our scheme. 

According to the Lax-Richtmyer theorem [20], stability 
and consistency imply the convergence of a well-posed prob
lem. The most straightforward technique for establishing the 
stability as well as the consistency of the spectral schemes is 
the so-called energy method [ 16]. To apply this technique in 
our specific problem, we have to prove the inequalities 

Ci/! l/tll!1 ""(Ll/t,l/t)x (28) 
x 

and 

(29) 

where C 1 and C 2 denote positive constants. These inequali

ties have to be valid for all functions 1/FE D(l) and if 
EH~, where D(l) is the domain of the differential operator 
l. For a definition of the Sobolev spaces H~ and H~, we 
refer to Appendix D. Here it will be sufficient to note that the 
norm 111/tll~o is simply the scalar product 

x 

111/tll!o=(l/t,l/t)x=J J t/11/tx dx dy 
x ll 

and the H~ norm additionally contains all the first deriva
tives, that is, 

Inequality (28) states that l is a positive operator, which is 
called coercive over H~, while Eq. (29) is a continuity con-

dition for l in the sense that (Ll/t,f)x depends continuously 

on l/t and if. If these inequalities hold there exists a unique 
solution of the problem Lt/I= f according to a theorem in 
Ref. [16]. 

The application of this result to the Chebyshev polynomi
als of degree N yields, furthermore, the stability and consis
tency of our spectral scheme in the sense of the energy 
method, if N is sufficiently large. Under this hypothesis con
vergence is a consequence of the Lax-Richtmyer theorem. 

If the inequalities required by the energy method are ful
filled, then the corresponding error estimate for the approxi
mate solution '11 N reads 

for each lf! E H; ( [),). For the second-order equations we 
have m=2, and hence the error is proportional to l!N. The 
second term on the right-hand side contains all derivatives up 
to second order. This has the consequence that other param
eters such as the size of the integration domain D can also 
influence the error estimate. We will see this in Sec. VII 
when we investigate the harmonic oscillator. 

To prove the stability of our scheme, we simply have to 
follow these instructions with one modification. Usually one 
has to solve only a single equation with boundary conditions. 
In the context of Wigner function, however, we have to ac
tually solve two equations simultaneously. The first-order 
equation is hyperbolic and the second-order equation is el
liptic provided d 2V!dx 2>0. It is easy to see that a hyper
bolic differential operator does not fulfill inequality (28). 
Nevertheless we can apply the energy method to the system 
of equations (11) and (12). To see that, we add Eq. (11) to 
Eq. (12), and arrive at the equivalent system 

( 

p2y2 
L 2'11= ++v(x)-E 

1 a
2 1 d

2V(x) a2
) 

- 8Q5 ;;;z- 8QiiPii dT J? 'l'(x,y)=O (31) 

and 

( 
Piiy 2 P0 a 1 dV(x) a 

L+'I'= --+V(x)-E--y-+------
2 Qo ax PoQo dx ay 

1 a2 1 d 2 V(x) a2 
) 

- 8Q6 ax 2 - 8Q6P~ dT ay 2 'l'(x,y)=O. 

(32) 

Indeed, both equations are now elliptic for d2V(x)ldx 2 >0. 
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Now we can start to prove stability, because both equa
tions lead to the same coercivity evaluation as we show in 
Appendix E. In addition we also prove that inequality (28) 
holds under certain conditions for an appropriate function 
1¥(x,y) which is even in y. According to Appendix E, for 
positive d2V!dx2 we obtain the estimate 

J
I JI ( p2y2 ) 

+ -I -I ++V(x)-E 1¥
2
x dx dy 

+B, (33) 

where B represents the boundary terms, given explicitly in 
Appendix E. Here we used the weighted scalar product Eq. 
(El). Hence to achieve stability according to Eq. (28), we 
have to require that the sum of the integral and the boundary 
terms on the right-hand side of Eq. (33) is greater than a 
constant times 111¥11 2

. For this purpose it is sufficient that the 
sum of these terms is not negative. We denote the phase
space domain, where {Piiy 2!2-[E-V(x)]};;.O by fl 1. This 
area corresponds to the "nonclassical" phase-space region 
outside the classical trajectory E=Pl2+V(Q). Let 
fl 2 =fl- fl I , the complement of fl I , then 

J
I JI (Piiy

2 
) 

-I -I - 2-+V(x)-E 1¥2x dx dy 

= J Jn 1 (P~
2 

-[E-V(x)])w 2xdxdy 

-J Jn, ( [E-V(x)]- P~
2

)w2x dx dy. (34) 

Whenever the integral over flI in Eq. (34) is greater than the 
integral over fl 2, the right-hand side is positive. Then it can 
be written as a positive constant times 111¥11 2 by applying a 
mean value theorem for integrals. Note that the boundary 
terms of Eq. (33) are zero when the Wigner function at the 
borders of the computational domain is zero or at least neg-

0.2 

0 

4 
-0.2 

0 

p 4 

FIG. I. Wigner function (top) and zero phase-space contour 
lines (bottom) of the eighth energy eigenstate of the harmonic os
cillator. 

ligibly small. In this case inequality (33) is valid. This argu
mentation holds if the domain fl is chosen in such a way that 
most of it lies outside the classical region. Hence the choice 
of fl, i.e., P0 , QI, and Q 2 , influences the stability. For other 
choices of the computational domain we have to require that 
the right-hand side of Eq. (33) does not become negative. 

Our proof of stability might fail, if d2V!dx 2 becomes 
negative. Since we have only binding potentials, there is al
ways a phase-space region, where the curvature is convex 
and therefore d2V!dx 2 is positive. In this case we can de
compose all integrals containing d2 Vldx 2 into positive and 
negative parts in exactly the same way as in Eq. (34), and we 

TABLE I. Mean and maximal absolute errors for the Wigner function approximation of the eighth energy 
eigenstate of the harmonic oscillator depending on the number N eq = Nx =Ny of Chebyshev polynomials in 
our ansatz (13). We applied our modified spectral method on the computational phase space domains, 
D 1 = [ -4.5,4.5] x [ -4.5,4.5], Dz= [ -4.0,4.0] X [ -4.0,4.0], and D3 = [ - 3.5,3.5] X [ - 3.5,3.5]. In the left 
part of the table we compare the mean absolute errors with increasing N eq and on the right part the maximal 
absolute errors which are located in the edges as shown in Table II. Note that to find an error of the same 
order of magnitude we have to increase the number of Chebyshev polynomials N eq with increasing size of the 
computational domain. 

Mean absolute error Maximal absolute error 

N,=Ny D1 Dz D3 D1 Dz D3 

30 l.4X 10° 0 4.3x10- 1 J.6X 10-z 6.6X JOi"Z 9.sx10+ 1 3.2x10- 1 

40 1.1x10+ 1 3.3x10-z 2.6X 10-5 5.4X IOT 3 6.4X 10- 1 l.7X 10-4 

50 4.lx!0- 3 6.7X 10- 7 6.0X 10- 9 2.0XI0" 0 9.2X 10- 6 4.6X 10-s 

60 4.IXI0- 8 1.7X 10- 10 4.IXI0- 13 I.OX 10-5 l.4X 10-9 3.0x10-1z 

70 9.3X 10- lZ 3.7X 10- 14 2.2X 10- 15 l.7X 10- 9 6.6X 10-lZ l.3X 10-14 
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TABLE II. Dependence of the absolute errors (times 10- 5) of 
the Wigner function approximation Eq. (13) of the eighth energy 
eigenstate of the harmonic oscillator on the location (Q,P) in the 
phase-space domain D 1 with N,q=50. We note the dramatic error 
located in the comer ( Q, P) = ( 4.5,4.5). 

4.5 1.9 1.7 3.7 30.4 1100.0 198 000.0 
3.6 3.7 4.3 3.7 1.7 12.2 1100.0 
2.7 0.9 1.0 2.7 4.3 1.7 30.4 

p 
1.8 2.2 3.2 3.8 2.7 3.7 3.7 
0.9 10.5 2.1 3.2 1.0 4.3 1.7 
0.0 0.0 10.5 2.2 0.9 3.7 1.9 

0.0 0.9 1.8 2.7 3.6 4.5 
Q 

have to require that the negative parts do not dominate. 
Again this is influenced by the choice of Q1 and Q2 . Thus 
one has to be very careful in choosing a proper domain. To 
obtain stability with the energy method, one has to choose a 
domain where the positive parts of d 2V!dx 2 outweigh the 
negative parts, and w"ere the additional negative terms do 
not dominate. 

To complete our proof of stability, we have to show the 

inequality (29). For each term of (L 2 'It, qt), this can be done 
in a straightforward way by using the triangle inequality, 
partial integrations, the Cauchy-Schwartz inequality, and 
Hardy's inequality. With that estimation, stability and con
sistency, and hereby convergence of our method, are 
achieved, if the coordinate range is chosen carefully. The 
error estimate (30) holds. 

We conclude this section by noting that higher-order 
terms lead to more complicated investigations because more 
cases occur. Nevertheless the convergence and stability re
sults remain valid under conditions analogous to Eq. (33). 

VII. NUMERICAL RESULTS 

As a first application and a test of our method we choose 
the harmonic-oscillator potential V(Q) = Q2/2. This is moti
vated by the fact that ~n analytic expression for the Wigner 
function of an energy eigenstate is known in this case. In
deed, the Wigner function of the nth energy eigenstate with 
energy E = n +I of the harmonic oscillator is [21] 

(-1)" -Rz 2 
'1Fn(Q,P)= -7T-e Ln(2R ), (35) 

where Ln is a Laguerre polynomial and 

In Fig. l we show the Wigner function of the eighth eigen
state together with the contour lines of 'l'(Q,P). According 
to Eq. (35) the latter are circles centered at the origin of 
phase space. 

Multiplying our numerical solution based on the method 
of Sec. V with a normalization factor enables us to compare 
it with the exact solution and to calculate the absolute errors. 

TABLE III. Dependence of the absolute errors (times 10- 12
) of 

the Wigner function approximation Eq. (13) of the eighth energy 
eigenstate of the harmonic oscillator on the location (Q,P) in the 
phase-space domain D 1 with N eq = 70. Note that in contrast to 
Table II, due to the larger number of polynomials the error de
creases enormously and the error in the comer is much less dra
matic. It will completely disappear for any higher N eq. 

4.5 2.6 1.5 0.3 0.2 9.1 1675.0 

3.6 10.3 10.8 8.3 1.7 0.1 9.1 

2.7 0.2 4.0 5.9 10.3 1.7 0.2 p 
1.8 19.7 3.7 5.9 8.3 0.3 9.8 
0.9 4.0 12.9 3.7 4.0 10.8 1.5 
0.0 0.0 4.0 19.7 0.2 10.3 2.6 

0.0 0.9 1.8 2.7 3.6 4.5 
Q 

Table I displays the mean errors 1 of our approximation of the 
Wigner function for various numbers N 0q=Nx=Ny of 
Chebyshev polynomials in the variables x and y. Here we 
chose E = 8.5 and calculated the approximation in the three 
computational domains D 1 =[ -4.5~Q~4.5]X[ -4.5~P 
~4.5], D2=[-4~Q~4]X[-4~P~4], and D 3=[-3.5 
~Q~3.5]X[-3.5~P~3.5] of phase space. The smallest 
domain D 3 is chosen in such a way that it contains all oscil
lations of the Wigner function and thus all relevant physical 
information. The largest domain D 1 contains the whole re
gion in which the Wigner function is nonzero. For a constant 
number of Chebyshev polynomials in our ansatz Eq. (13), 
the errors increase with the size of the chosen domain. In 
each domain the errors decrease with increasing number of 
Chebyshev polynomials. The consequence is that for larger 
computational domains we have to incorporate more Cheby
shev polynomials to keep the error constant. Therefore it is 
important to find the balance to properly choose a computa
tional domain which is large enough to obtain properties of 
the Wigner function resolved, but not too large, since then 
the system of equation is very large when we want to arrive 
at a distinct error. The numerical results for 
N 0q=Nx=Ny= 50 in Table II show that the maximum of the 
absolute error occurs in the edges of the chosen domain (here 
D 1). Far away from the edges the errors are much smaller. 
The data in Table III illustrate that this effect is compressed 
for a higher number of Chebyshev polynomials 
N 0q=Nx=Ny=70. In this case the absolute errors are nearly 
constant. Only in the corners they are three orders of magni
tude larger but still of order 10-9

. Therefore the Wigner 
function is now approximated very well in the whole com
putational domain. In the regions where the Wigner function 
is strongly oscillating the absolute errors are of order 10- 9 

for the domain D 3 = [ - 3.5,3.5] X [ - 3.5,3.5] and of order 
10- 7 for the domain D 2=[ -4.0,4.0]X[-4.0,4.0], with 
N eq = 50. In the larger domain D 1 = [ - 4.5,4.5] 
X[-4.5,4.5] the errors are of order 10- 3 but when we in-

1 In order to compare our approximation to the exact solution we 
evaluate our spectral solution on an equidistant grid consisting of 
lOOX l 00 points. At each grid point we calculate the absolute dif
ference between the approximate and the exact solution. The mean 
value of these differences we call mean absolute error and their 
maximum we call maximal absolute error. 
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crease Neq only by IO we obtain errors of order 10- 8 . The 
errors for N eq = 50 are all still small enough to obtain an 
accurate impression of the Wigner function, since the error 
can hardly be seen on the scale of the Wigner function. Our 
numerical results confirm that our method is a valuable tool 
for the computation of the solution of partial differential 
equations of forms (1) and (Z). 

VIII. CONCLUSION 

We have presented an alternative approach for the calcu
lation of the Wigner function. Our method avoids the solu
tion of the Schrodinger equation for the wave function. In
stead, we apply a result from Fairlie and Kundt [Z] and 
others [3] and solve two coupled real linear partial differen
tial equations. Our numerical method is a modification of the 
spectral tau method, which uses Chebyshev polynomials as 
shape functions. In contrast to usual applications, no bound
ary conditions are available for the equations. Since two dif
ferential equations have to be solved simultaneously, the re
sulting linear equation system is overdetermined. Its solution 
is approximated by a least-squares method. We could prove 
stability and convergence of our scheme by making use of 
results of Ref. [16]. Generalizations of our approach to any 
similar system of partial differential equations are straight
forward. 

Our numerical results for the harmonic oscillator are in 
excellent agreement with the known analytic solution. The 
mean absolute error is of order 10- 14 for an appropriate 
choice of the domain and the approximation order Neq=70. 
Our modified spectral method is equally applicable to any 
potential V, and can be extended to the higher-order differ
ential equations. This will be the subject of the following 
paper. Our results encourage further research on potentials 
for which no analytic solution can be calculated. 
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APPENDIX A: A DERIVATION OF THE PHASE-SPACE 
EQUATIONS 

In this appendix we briefly summarize the central ideas of 
the derivation of the phase-space equations (1) and (Z) for 
the Wigner function. Here we follow Ref. [3(c)J closely. 

One of the most important properties of the Wigner func
tion 

'll(q,p)=-1-foo dy eipytn(q-~\p\q+~) (Al) 
Z7rh -00 z z 

of the density operator p is that it yields the correct quantum
mechanical marginal probability distributions of position and 
momentum. Moreover, it enables us to evaluate the expecta
tion value 

(A)= rJ:
00 

dq dp 'l'(q,p )A(q,p) 

of any operator A through an integration in phase space. In 
this sense the Wigner function acts like a classical phase
space distribution. Here 

(AZ) 

denotes the Weyl-Wigner correspondence of the operator A. 
Therefore the Wigner function itself is the Weyl-Wigner cor

respondence of the operator p. 
We can interpret the two coupled partial differential equa

tions (1) and (Z) as the phase-space correspondence of the 
time-independent Schrodinger equation 

fip=Ep 

for the density operator which in this case equals the projec

tion operator p= I 1/1£)( I/Im corresponding to the energy 

eigenstate 11/1£) with energy eigenvalue E and the Hamil

tonian H= ji2!2M+U(q). When we perform the Weyl
Wigner correspondence Eq. (AZ) of both sides of this opera
tor equation, with Eq. (Al) we find the relation 

(H p)(q,p) =E'l'(q,p ). 

We recall the Weyl-Wigner correspondence [ZZ] 

for products of operators AB, and arrive at 

or 

When we expand the potential U into a Taylor series and 
take the real and imaginary parts, we arrive at the two real 
coupled partial differential equations (1) and (Z) for the 
Wigner function in phase space. 

APPENDIX B: PROPERTIES OF CHEBYSHEV 
POLYNOMIALS AND EVALUATION OF RESIDUALS 

In this appendix we first briefly review some useful prop
erties of Chebyshev polynomials, and then apply them to 
express all terms of the coupled differential equations (11) 
and (lZ) in terms of Chebyshev polynomials. Since the op
erators L1 and L 2 , are linear, this can be done term by term. 
Here we demonstrate this procedure for one term only, and 
then outline how to proceed to evaluate the residuals. The 
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application of the same technique to all the other terms is 
straightforward, and therefore not shown here. 

1. Properties of Chebyshev polynomials 

Chebyshev polynomials were investigated in great detail 
in Ref. [18]. Here we only specify those properties that we 
use in the derivation of our modified spectral method. Prod
ucts T,(x)T,(x) of Chebyshev polynomials with positive in
tegers s and r can be written as 

T,(x)T,(x)= i[T,+,(x)+T,_,(x)], (Bl) 

where we defined T_,(x)=T,(x). Products of the form 
x'T,(x) are given by 

1 ' ( r) x'T,(x) = -
2

, 2; . T,-r+z;(x). 
1=0 t 

The derivative of a finite Chebyshev series of degree n can 
be expressed as 

( 

n ) n-1 ! 1~1 
a1Ti(x) = ~' aIT;(x), (B2) 

that is a Chebyshev series of degree n - 1 with coefficients 

aI=2: 2(i+l+2s)a;+ 1+2, (B3) 
s=O 

for i=O,l,. .. and with a,=O for i>n. Hence the differenti
ated Chebyshev series is a sum containing the coefficients a; 
of the original Chebyshev series. Note that, for higher de
rivatives, Eq. (B3) is a recurrence relation that connects the 
coefficients of the n-times differentiated Chebyshev series 
with the coefficients of the (n-1)-times differentiated se
ries. Finally these coefficients of the n-times differentiated 
series consist of n-fold sums containing the coefficients a; of 
the original series. 

2. Evaluation of residuals 

We now demonstrate our technique and express the term 
[d2 V(x)/dx 2 ](a2'{1/ay 2

) appearing in Eq. (12), in terms of 
Chebyshev polynomials. The second derivative d 2V(x)ldx 2 

of the potential Eq. (19) reads 

dz 
J3d V(x)= 2;' v;xr1(x). 

X /6:.Nu-2 

From Eq. (B2), we find 

N, 

V/x=2; 2(1+1+2t)V/+ 1+2,, 
t=O 

where 

N, 

V/+1+21=2: 2(1+2+2s)V1+2+2s• 
s=t 

and hence 

Nu Nv 

vr=42; 2; (l+l+2t)(l+2+2s)V1+z+z,. (B4) 
t=O s=t 

Here we have applied Eq. (B3) twice. 
When we insert our spectral ansatz Eq. (13) into 

(a2tay 2 )'{1, we obtain, from Eq. (B2), 

az dz 
-:::-:2\{I= 2;' a .kT(x) ·:o:Tk(y)= 
ay j<;N, J J dy 

k~Ny 

where it is now convenient to decompose the coefficients of 
the differentiated Chebyshev series (B3) into even and odd 
parts in order to use the symmetry relation ( 18). The coeffi
cients for the even terms read 

Ny 

aJ;ik= ~ 2(2t+ 1)a},21 +1 , 

with 

Ny 

aJ.zi+l = 2; 2(2s+2)aj,2s+Z• 
s=t 

and for the odd terms, 

Ny 

aJ;ik+i = ~k 2(2t+2)af,21 +2 , 

with 

Ny 

aJ.zi+z = 2; 2(2s + 1 )a j,Zs+ 1 = O; 
s=t+l 

that is, 

Here we exploited the symmetry relation Eq. (18). Hence we 
arrive at 

where 

Ny Ny 

aJ;ik=42; 2; (2t+ 1)(2s+2)aj,2s+Z· 
t=k s=t 

Now we can perform the product 

= 2; 
1 i Vf'aJ,ik[T1+Jx)+T1-1(x)]Tn(Y) 

J~Nx 
Zk~Ny-2 

l~Nv-2 

(BS) 

(B6) 

of these two terms, where we used Eq. (B 1). Note that 
T1_/x)=T11-11(x). For all the other terms of the coupled 
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differential equations (11) and (12) we can proceed in ex
actly the same way, and find the residuals R 1 and R 2 pre
sented in Eqs. (20) and (21). 

only yields even coefficients 2µ in y. The problem now is to 
find, for any fixed pair of numbers v and µ, those pairs j and 
k for which the corresponding product T v(x)T µ(y) of 
Chebyshev polynomials occurs. For that purpose we intro
duce the Kronecker delta APPENDIX C: DERIVATION OF THE LINEAR SYSTEM 

{ 

1 
8 -
j,V- 0 

j=v 

otherwise, 
(Cl) 

In this appendix we calculate the coefficients f},'f of the 
linear system Eq. (24). As mentioned in Sec. V, the system is 
defined by the vanishing prefactors of the integrals in Eq. 
(23). We have to compute explicitly the prefactors belonging 
to a given product T v(x)T µ(Y) in their dependence on v and 
µ. Because of the symmetry Eq. (14) in y, the residual R 1 
only yields odd coefficients 2µ+ 1 in y, and the residual R2 

which we use in two dimensions as a product of two Kro
necker deltas. With this notation, for the residual R 1 , Eq. 
(20), we find 

=O, (C2) 

where the constant c 1 = l/7T2 for v>O and c 1 =2/7T2 for v=O. Similarly, for the residual R2 , Eq. (21), we find 

=O. (C3) 

Here the constant c 2 = l/7T2 when both coefficients v andµ are positive, c 2 =2/7T2 when one of them is zero, and c 2 =4/7T2 

when both are zero. 
Equations (C2) and (C3) represent system (10) of equations, fa= 0. Note, however, that it contains the unknown coeffi

cients a J,k only implicitly. To obtain the matrix coefficients f }.'f explicitly, we have to express the coefficients of the 
differentiated Chebyshev series a},k, etc., in terms of the unknowns a J.k. To do so we have to change the order of summation 
in the double sums in Eq. (B6), and the equivalent equation for a2'¥tax2

• We start from 

Nx Nx 

aj~k=4L L (}+I +2t)(j+2+2s)a1+2+2s,2k 
t=O s=t 

and 

Ny Nv Ny+k Ny 

al2'
2
k=4L L (2t+l)(2s+2)a].2,+ 2 =4 L L (2t+l)(2s+2)a},2s+Z· 

;. t=k s=t t=k s=t 

Here T = IJ-11 or[= j +l, and we have used Eq. (B3) twice. For convenience, we have shifted the upper limit of the sum for 

aY.J.
2

µ by k. This does not change the sum since a J,k = 0 for k >Ny . When we interchange the order of summation we obtain 

Nx s 

a}~k= L L 4(}+ 1 +2t)(j+2+2s)a1+2+2s,2k 
s=O t=O 

and 



527 

3200 M. HUG, C. MENKE, AND W. P. SCHLEICH 

Ny+k s 

a>:!2k= L L 4(2t+ 1)(2s+2)aJ.2s+ 2. 
1 s=k r=k 

The inner sums over t can be written as products 

L (j+ l +2t)=(s+ l )(}+ 1)+s(s+1)=(s+1 )(j+s+ l) 
1~0 

and 

s-k 

L (2r+l)= L (2t+2k+l)=(s-k+l)(k+s+l). 
t=k ( =O 

Thus the equations of the weighted residuals [Eqs. (C2) and (C3)] take on the forms 

p IN, 

- Q: l~o 2(j +I+ 2s )a j+ l +zs,2k[ 8j,v0\2k- l\.2JL+ 1 + 8j,v82k+ l.2JL+ \ ]v,;;N,- \ 

J J Ny 

+ p Q L' -2 VJL 2(2k+2s+2)aj.2k+2s+2[8j+1,v82k+1.21L+1+8u-11.v82k+1.2µ+d2JL+l,;;N -1=0 
O O l~Nu-1 s=O 'I 

and 

l N, 

- 8Q2 L 4(s+ 1)(j+s+ I)(j+2+2s)a1+2+2s.2k[81.v82k.2JL]v,.N,-2 
o s=O 

When we shift some indices of the first equation by T = j + I + 2s and k = 2k + 2 + 2s, it finally has the form 

(C4) 

Similarly we shift some indices of the second equation by T=J+2+2s and k=2k+2+2s. With v=}-2-2s and 
2µ= k-2-2s, we can furthermore collect the prefactors 

4(s + I)(j + s +I) =(j- v)(J + v) =(177.- v 2 ) 

and 

4(s+ !)(2k+s+ l)=(k-2µ)( [ +2µ)=(P-4µ 2 ). 

This finally yields 
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From Eqs. (C4) and (CS), we immediately can read off the 
matrix elements f'j,'f of the system of equations for a1,k. We 
finally arrive at Eqs. (2S) and (26). 

APPENDIX D: ELEMENTS OF FUNCTIONAL ANALYSIS 

In this appendix we briefly review fundamental defini
tions of the numerical functional analysis and the energy 
method. This summary provides the theoretical background 
for the convergence analysis of our spectral scheme (Sec. 
VI). 

1. Definitions 

According to the Lax-Richtmyer [20] theorem the conver
gence of a numerical solution to the exact solution of a well
posed problem is implied by stability and consistency. What 
do well posed, stability, and consistency mean? To motivate 
the expressions used here, we return to Eq. (6), 

Li/J=f, (Dl) 

and Eq. (7), 

(D2) 

for the approximate solution ifiN with the variable approxi
mation coefficient N = 1,2 .... Here the functions i/J, f, ifiN, 
and f N are elements of the Hilbert spaces X, Y, X N, and Y N, 
respectively. We investigate the approximation scheme 

L 

X--->Y 

(D3) 

where PN and QN denote mappings of ijJ onto ifiN and f onto 
fN, respectively. When Eq. (DI) has a unique solution ijJ for 
a fixed /E Y, and when the sequence fN is given in such a 
way that Eq. (D2) has a unique solution ifiN for a fixed N, we 
call the problem well posed. 

Consistency implies that there are functions 8= 8(N) and 
E= E(N) which tend to zero when N increases to infinity 
with 

and 

(CS) 

for every N. Here the norm 1111 is the usual Hilbert space 
norm. These two conditions are a mathematical formulation 
of the fact that the result must be independent of the path 
taken in approximation scheme (D3). 

We can define stability by requiring that there exist two 
positive numbers r and s such that the inequality 

holds for all ijJ EX and ii/EX N and for all N. Note that the 
parameter s must not depend on N. This means, roughly 
speaking, that the errors are bounded by the residuals. 

In Sec. VI, we assume that 'It is an element of a Sobolev 
space. The Sobolev space 

contains those functions ijJ for which all derivatives up to an 
order m are square integrable with respect to the Chebyshev 
weight x on the domain fl. Thereby a is a multi-index 
a= (a 1 , a 2) of non-negative integers, and D a ijJ denotes the 
partial derivative 

The space H;(n) is a Hilbert space with the norm 1111 de
fined by 

where I al= a1 + a2 . We conclude this subsection by noting 
that the phrase "appropriate function" stands for a function 
ijJE H; that is symmetric in y. 

2. Energy method 

In this subsection we summarize results that were pre
sented in full detail in Ref. [ 16]. The most straightforward 
technique for establishing the stability of spectral schemes
the so-called energy method-is based on choosing the so
lution itself as the weight function discussed in Sec. V. This 
approach is successful if the spaces of the trial and test func
tions coincide, and if the spectral operator is positive with 
respect to a suitable inner product. 
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The well posedness of a problem Lif;=f is guaranteed 
when L satisfies a coercivity condition: We assume that there 
exists a Hilbert space X such that the linear differential op
erator L is an unbounded operator in X. Let us further as
sume that there is a Hilbert space E<;;,X with a norm 11 ifllle, 
for which there exists a positive constant C such that 
II i/111 ~ Cll iflll E for all if; e E. Here E is the subspace of the 
functions if;e X with "finite" energy, the energy being ac
curately given by II iflll~. Assume that constants a>O and 
/3> 0 exist such that 

adli/111~~ (L if;, if;), (D4) 

I (Lif;, i/I) I~ /311 iflllell ifrlle (DS) 

for all if;e D(L) and i/le E, where D(L) is the domain of L. 
Inequality (04) states that L is a positive operator, which 

is called coercive over E, while inequality (DS) is a conti-

nuity condition for L in the sense that (Lif;,flx depends 

continuously on if; and i/I. If these inequalities hold there 
exists a unique weak solution of the problem L if;= f, that is 
a solution of 

(Lif;, i/I) = (!, i/I). 

This theorem is a consequence of the Lax-Milgram theorem. 
Finally one can prove that the weak solution is indeed a 
strong solution, that is, it satisfies L if;= f. 

Applying this result to the Chebyshev polynomials of de
gree N guarantees the stability and consistency of our spec
tral scheme in the sense of the energy method, if N is suffi
ciently large. Under this hypothesis, convergence is a 
consequence of the Lax-Richtmyer [20] theorem. Then the 
corresponding error estimate reads 

for each if;eH~(fl). Since Eqs. (11) and (12) are of second 
order, we have m = 2, and hence the error reduces in propor
tion to l!N. 

APPENDIX E: PROOF OF COERCIVITY 

In this appendix we first show that Eqs. (31) and (32) 
yield the same coercivity condition Eq. (28). We then esti
mate the relevant scalar product and prove the inequality Eq. 
(33). 

To apply Canuto's theorem we first have to check if in
equality (28) holds for any function 'l'(x,y) e H;(fl) which 
is even in y. We define the weighted scalar product 

- Jlfl -('1','l')x= 
1 1 

'l''l'x dx dy, (El) 

and evaluate the expressions (L+ '1','l')x and (L2'1','l')x for 
the operators L+ and L 2 . From Eqs. (32) and (31), we note 
that they differ only by two terms. Moreover, the difference 

(E2) 

is zero because the integrand is an odd function in y. Therefore the relation (L+ '1', '¥) x= (L2 'Jr, '1') x holds for the operators 
L+ and L 2 in Eqs. (32) and (31). Consequently, it is sufficient to investigate L 2 only. 

When we integrate the last integral of the scalar product 

Jl JI ( p2y2 ) 1 Jl JI (a2'¥ 1 d2V a
2
'¥ ) 

(L2'1','l')x= ~2 +V(x)-E '1' 2xdxdy--2 -a 2'1'x+p27:1d -a z'l'x dxdy -I -I 8Qo -I -I X 0 X Y 

by parts, we obtain 

- ~ J1 [a'Jr 'l'x]1 dy-~ J1 [~ ~ a'IF 'l'x]1 dx. 
8Qo -I ax -I 8Qo -I Po dx ay -1 (E3) 

After a second partial integration, Eq. (E3) becomes 

with 
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1 J 1 [ ax]' 1 J 1 d
2

V[ ax] 1 

-~ '1'2 - dy-~ ~ '1'2 - dx 
16Q0 -I ax _

1 
16Q0P 0 -1 dx ay _

1 
. 

Since only first derivatives of 'i' occur in Eq. (E3), 'i' need only to be in H~(!l). 
We now want to estimate Eq. (E4). With 

and 

following from the definition Eq. (22) of the Chebyshev weight, we obtain 

In Appendix F we prove the inequality 

(E4) 

which holds true whenever 'i' E H~(!l) is a symmetrical function in y and d2Vldx 2 is positive. This relation yields 

and, with Eq. (E3), we finally arrive at 

(ES) 

with 

1 J 1 [ a'i' ] ' 1 J 1 d
2 
v [ a'i' ] ' 1 J 1 [ ax] ' B2=-~ -'i'x dy-~ ~ -'i'x dx-~ '1'2- dy 

2Q0 -I ax _ 1 2Q0 P0 -I dx ay -l 8Qo -I ax -l 

The first term on the right-hand side we can easily estimate with the help of the Poincare inequality [16) ll'i'llL'"" CllV'i'll(L'J' 
x x 

which holds true for all ')! EH~( fl), where C denotes a positive constant. The Poincare inequality is valid, whenever 'i' 
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vanishes on some one-dimensional curve on the domain n. The Wigner function 'I' satisfies this assumption since it vanishes 
for sufficiently large arguments x and y. Hence for positive d2V!dx2 we find from Eq. (ES) the final estimate Eq. (33), 

(E6) 

with B2 from Eq. (ES). In Sec. VI we use this result with B=B2!4 to discuss the stability of our scheme with the energy 
method. Equation (28) and hence Eq. (E6) requires that the sum of the last three terms have to be greater than a constant times 
11'1'11. 

APPENDIX F: A USEFUL INEQUALITY 

In this appendix we prove the inequality (E4), 

J 
1 J 1 ( a'I' a 1 d

2 v a'I' a ) --('l'xl+2-2 --('l'xl dx dy 
- I - I ax ax p O dx ay ay 

1J1 J1 ( 1 d1v) 1J1 [ axi
1 

1 J1 d
2
V[ axi

1 
;;;.-2 '¥2xs 1+2-:;-::z-d dxdy--2 '1'2-a dy--2 2 -d 2 '1'2-a dx, 

-1 -1 P0 x -1 x _
1 

P0 -1 x y _
1 

which is crucial for the estimate Eq. (E6). This inequality is valid for a function 'I' EH~(il) symmetric in y and d2Vldx2>0. 
For a similar inequality, however, restricted to one dimension and without boundary terms, we refer to Ref. [16]. 

We start the derivation by performing the differentiation on the left-hand side of the inequality, and find 

When we complete the square in the integrals, this equals 

f 1 J1 [(a'l')
2 

a'I' ax (ax)
2i 

-I -I a; X2+z'l'a;X ax +'¥2 ax X-ldx dy 

f 1 J1 [ a'I' ax (ax)
2 

] 1 J1 J1 d2 V[ a'I' ax (ax)
2 

] - \jl--+'¥2 - x-1 dxdy--;:;z -:;-::z- 'l'--+'1'2 - x-1 dxdy. 
- I - I ax ax ax p 0 - I - I dx ay ay ay 

When we then perform an integration by parts in the same way as done in Eq. (E4), we arrive at 

1 J1 J1 d
2
V [I a

2
x (ax)

2 
] 1J1 [ ax]

1 
1 J1 d

2

V[ ax]
1 

+-;:;z -:;-::z-'¥2-71--x-1dxdy-- '1'2- dy-- -'1'2- dx Po - I - I dx 2 ay ay 2 - I ax _ 1 2P6 - I dx 2 ay _ 1 • 
(FI) 

With the help of the identities 

and 

following from the definition Eq. (22) of the Chebyshev weight, we obtain inequality (E4) when we omit the first integral of 
Eq. (Fl) which is positive and use that ( l -x 2

)
2 and ( l -y 2

)
2 are bounded from above by I. 
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We generalize our modified spectral method for the solution of the coupled real partial differential equations 
in phase space for the stationary Wigner function of an energy eigenstate. This generalization allows us to 
apply our algorithm to arbitrary high-order partial derivatives without increasing the numerical costs. This is 
possible since we can derive a sum factorization formula converting a multiple sum into a simple product. We 
apply our method to evaluate the Wigner function of the Morse oscillator and an asymmetric double-well 
potential, and compare our results with the exact solution when it is known. [S 1050-2947(98)04804-5) 

PACS number(s): 03.65.Bz, 02.70.Hm 

I. INTRODUCTION 

In paper I [l] we laid the foundations of a method calcu
lating the Wigner function of an energy eigenstate directly 
from phase space. We introduced a modified spectral method 
for the solution of the two coupled partial differential equa
tions defining the corresponding Wigner function in phase 
space. We approximated the solution as a finite sum of 
Chebyshev polynomials in the two phase-space variables po
sition and momentum. To keep the analysis of our method 
simple, we restricted the discussion in paper I to second
order derivatives. In the present paper we focus on the gen
eralization of our modified spectral method to differential 
quotients of arbitrary high order in the two partial differential 
equations for the Wigner function. 

By the extension of our method to the full system, we are 
able to calculate the Wigner function of any energy eigenc 
state in any smooth potential. High-order differential terms 
which occur in differential equations describing a physical 
system are often neglected because it seems to be too com
plicated to handle them. Our method turns out to be a very 
powerful tool to solve such equations, since high-order de
rivatives do not increase the number of unknown coefficients 
and therefore the numerical costs. We derive a sum factor
ization formula which shows that the nth-order derivative 
only contributes by a simple product of n terms to the system 
of equations for the unknown Chebyshev coefficients, and 
not by an n-fold sum as one might expect. This formula is 
universal since it remains valid whenever any spectral 
method which uses Chebyshev polynomials as shape func
tions is applied to any high-order differential equation. Gen
eralizations of our method to any other high-order differen
tial equations are therefore straightforward. 

This paper is organized as follows: After a short summary 
of the fundamentals in Sec. II, in Sec. III we analyze the 
higher-order terms which we neglected in paper I. This 
analysis makes use of the sum factorization formula men
tioned in the preceding paragraph. We give the proofs in the 
Appendixes. In Sec. IV we apply our method to evaluate the 
Wigner furiction of the Morse oscillator, which requires in
cluding higher order terms to obtain satisfying results for the 
Wigner function, and to an asymmetric double-well potential 
where neither an analytic expression for the Wigner function 

1050-2947/98/57(5)/3206(19)/$15.00 

nor for the wave function is known. In this potential even 
semiclassical approaches fail for low excited states. 

II. SUMMARY OF THE FUNDAMENTALS 

In this section we briefly summarize the fundamentals in
troduced in paper I [l] that are actually necessary to under
stand the analysis of this paper. In particular we define the 
phase-space equations for the Wigner function, and sketch 
our spectral ansatz and the central ideas of our method. 

Note that we still concentrate on energy eigenstates of 
one-dimensional potentials whose phase-space description 
leads to a two-dimensional phase space spanned by dimen
sionless position Q and momentum P. We compute the 
Wigner function on a square domain in phase space 
[Q 1 ,Q2]X[-P0,P0], with Q 1<Q2 and P0 >0. For our 
method it is convenient to map this domain onto the square 
0=[-1,l]X[-1,1], and to formulate our theory in the 
mapped position variable x E [ -1,l] and the momentum 
variable y E [ -1,l]. Once we have found the Wigner func
tion in these variables it is straightforward to invert this lin
ear mapping. 

In phase-space language the Wigner function \[r(x,y) of 
an energy eigenstate with energy E in a one-dimensional 
binding potential V(x) is defined as the unique solution of 
the coupled partial differential equations 

Loctct\[r=[- QPo Y aa + i A2m+1]\[r(x,y)=O, (1) 
o X m~o 

where 

and 

[ 
P~y2 1 a2 ~ l 

Leven\[r= -
2
-+V(x)-E- SQ2 -a 2 + L A1m \[r(x,y) 

0 X m=l 

=~ m 
with 

3206 © 1998 The American Physical Society 
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I ( i ) zm I d2m V azm 
Azm= (2m) ! 2 p~mQ~m dx2m ay2m · 

In order to accentuate the fundamental ideas of our modified 
spectral method, we restricted ourselves in the analysis of 
paper I to investigating the solution of these equations with 
A1 and A2, that is, we truncated Eqs. (I) and (2) after the 
second-order derivatives. The purpose of this paper is to in
clude any arbitrary high-order m into the analysis without 
increasing the size of the resulting linear system of equa
tions. For that purpose we again choose the ansatz 

where Ti denotes the Chebyshev polynomial of order j. The 
end of the method is to find the unknown coefficients aj,k in 
such a way that the approximated solution of our ansatz fits 
the exact solution of Eqs. (1) and (2) best. The logical train 
of thought of the modified spectral method is to insert this 
ansatz into Eqs. (1) and (2). We call the deviation of these 
expressions from the exact solution the residuals 
R 1 = Lodd '¥ N and R 2 = Leven 'Jr N . We obtain the equation sys
tem for the unknown coefficients a J,k by requiring that the 
integrals 

of the weighted residuals over i1 vanish. Here x denotes the 
Chebyshev weight, which allows us to use the orthogonality 
relations of the Chebyshev polynomials to derive a linear 
system of equations 

ra=O (5) 

for the unknown coefficients (a)1,k=a1,k, which in our case 
is an overdetermined system. To find nontrivial solutions of 
Eq. (5), we have to require that the solution value at a spe
cific point in the computational domain, for example the ori
gin, is not zero. Since Eqs. (1) and (2) are linear, we can 
arbitrarily choose a nonzero value and normalize the solution 
after computation. The matrix elements r1;,~ do not contain 
integrals because we can make use of the orthogonality rela
tions of the Chebyshev polynomials. 

We finally approximate the solution of this system, and 
therefore the equations for the weighted residuals, by a stan
dard least-squares algorithm. That means that in practice we 
do not require that the weighted residuals, Eq. (4) vanish, but 
we minimize them in a least-squares sense. 

III. ANALYSIS OF THE HIGHER-ORDER TERMS 

In this section we concentrate on the additional aspects 
we have to consider, when we do not truncate the system 
after the second derivative of the potential but take all terms 
into account. As there are no changes in the terms correlated 
to the truncated equations Eqs. (11) and (12) of paper I [I], 
the analysis presented there remains valid. For each higher
order differential quotient which we additionally take into 
account, we obtain one further summand in the equation for 

the coefficients of the linear system of equations (5). In this 
paper we prove a general formula which allows us to calcu
late these terms directly without multiple sums, which makes 
it straightforward to implement any arbitrary order on the 
computer. Note that these higher-order terms do not increase 
the number of unknowns or the size of the matrix, and there
fore do not increase the computational cost. Only the number 
of terms for the residuals, and consequently the effon for 
setting up the system matrix r of Eq. (5), are affected. 

A. Evaluating the residuals 

Since in paper I we showed explicitly how the terms up to 
the second-order derivatives set up the equation sys
tem (5) we now deal with the higher-order terms 
(dmV!dxm)[am'Jf(x,y)/aym] for m>2 appearing in A2m-I 
and A2m [Eqs. ( 1) and (2)]. 

Taking the derivative am'JIN(x,y)/aym for any m>O of 
our spectral ansatz Eq. (3), we obtain 

-~N 'a)'.kT/x)Tk(y), 
1- x 

k~Ny-m 

where now the superscript m of a}.k denotes the coefficient 
of the mth derivative with respect to y of the Chebyshev 
series (3) which is again a Chebyshev series [2]. Note that in 
contrast to paper I, we do not have to indicate the variable of 
the differentiation since for any term of higher order than the 
second all the derivatives of 'Jr are with respect to y. The 
coefficient a}'.k is determined by a recurrence relation that 
connects the coefficients of the m-times differentiated 
Chebyshev series with the coefficients of the (m- I )-times 
differentiated series. As shown in Appendix A, we can use 
this recurrence relation to express these coefficients by the 
coefficients a j,k of the original Chehyshev series (3) via an 
( m - I )-fold sum. Surprisingly we can factorize this multiple 
sum and therefore finally this reads for odd indices 2k + l, 

2m-I Ny l 
aj,2k+I= ~ (2m-2)'22m-2 

K=k+m . 

m-l 

X II [(2K)2-4(k+<T) 2]4Kaj.ZK• (6) 
u~ -(m-2) 

and for the even ones, 

m-l 

X II [(2K)2-4(k+<T)2]4Ka1,2K· (7) 
u=-(m-l) 

Due to the symmetry relation 'Jr(x, -y) = 'Jr(x,y) following 
from Eqs. (1) and (2), the coefficients a J.ZK+ 1=0, and con
sequently aJ,;+ 1 and aJ.~k-'• are zero. 
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In the same way we can calculate the expression The remarkable consequence of formulas (6) and (7) for 
the implementation of our method is that we do not have to 
calculate the multiple sums arising from the recurrence rela
tion, since they can be factorized. Instead we only have to 
evaluate simple products. Therefore we are able to treat the 
derivative am'l.Jt/aym for arbitrary m. We give an explicit 
expression for this sum factorization formula in Appendix A, 
and prove it in Appendix B. 

Note that again we can use a recurrence relation and apply 
the sum factorization formula and arrive at 

Ny m/2-1 

vr= L 
K=(l+m)/2 (m-1)!2m 

IT [(2K) 2 -(I +2u)2]4KV2K. 

u= -[(m/2)-1] 

For the evaluation of the higher-order terms of Eqs. (1) and (2), we have to calculate the product 

where Vf is determined by Eq. (8), and the coefficients a;k by Eqs. (6) and (7). Here we used 

T,(x) T,(x) = HT,+,(x) + T,_ ,(x)] = HT,+,(x) + Tis-ri(x) ], 

wheres and rare integers. Therefore the terms [dmV(x)ldxm](am'l.Jt!aym) of Eqs. (1) or (2) contribute to the residual 

where Eq. (9) generates the summands 

Rzm-1=-c2_m_~_1_)_! (~)2m-2 dm-1Q5m-1 1fk; 

In an analogous way, we obtain the residual 

R2= Leven'l.Jt N 

with the summands 

2k+l°"Ny-(2m-I) 
f..;;;N

11
-(2m-l) 

R 2m""' (2:)! (~fm P5}Q5m 1fkx' 
1k~Ny-2m 

l~Nu-2m 

(8) 

(9) 

(10) 

(11) 

(12) 
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These expressions are for the summation index m = 1 the 
very same as in paper I, and are regularly continued for 
higher orders m > 1. Therefore, the residual structure does 
not become more complicated, when we add arbitrary high 
orders to the calculation. 

B. Setting up the linear system of equations 

We follow the next step of our scheme and set up the 
linear system of equations which determines the unknown 
coefficients a1,k. We do this by requiring 

which means that the weighted residuals over the domain 
fl=[ -1,1) X [ -1,1) must vanish for a= 1 and 2 and all 
pairs J1,µ with Jl=0,1,2,. . .,N, and µ=0,1,2,. . .,Ny. The ab
breviation x(x,y) denotes the Chebyshev weight 

1 1 
x(x,y)= ~ 2 ~ 2· 1-x 1-y 

(14) 

All terms of the residuals R1 and R2 [Eqs. (11) and (12)) are 
expressed in Eq. (9) by Chebyshev polynomials. Because the 
orthogonality relation for Chebyshev polynomials reads 

c1 f J~ 1 R1Tv(x)T2µ+1CY)x(x,y)dx dy 

P0 1 
= - Qo za},2k[81,v012k-l1,2µ+1+8J,v82k+l,2µ+1] 

{ 

0, 

1 dx 'TJ', f T/x)Th) ~ 2 = 
-1 1-x 7r 

2· 

we conclude that only the integrals 

j*k 

j=k=O 

j=k= 1,2,. .. , 

contribute. Therefore we only have to identify the terms in 
Eq. (13) containing this specific combination of Chebyshev 
polynomials. For this combination the integral does not van
ish. This means that the prefactors of these terms have to 
vanish in order to satisfy Eq. (13), yielding a system of linear 
equations for the unknown coefficients a J.k . 

Since the product (dm!dxm) V(x) (am/aym) '11 in Eq. (9) 
produces only shifts j + l and j-1, which are exactly the 
same shifts that are present in the truncated equations, the 
technical procedure of finding out these coefficients is the 
very same as we have done in Appendix C of paper I [l]. 
When we use these results, the weighted residual equations 
(13) now read 

1 ( i ) r- I 1 , Vf r _ 
+ L I z PrQr L 2aJ,2k+l[8j+l,v82k+l,2µ+1+81J-ll.v82k+l,2µ+iJ2µ+l.;;NY-r-O 

r= l,3,5,... r · O O l~Nu 

(15) 

and 

c2f
1
f

1
R 2Tv(x)T2µ(Y)x(x,y)dx dy 

p2 1 
= + ia j,2k[ 8j,v812k-21,2µ + 2 81, v02k,2µ + 8j,v82k+2,2µ]- Eaj,2k8J,JJ2k,2µ + 

1
f;;u z V~a j,2k[ 8j+/,v82k,2µ + 81J-ll, v82k,2µ] 

Here the constant c 1 = l/7r2 when JI is positive, c1 =2/7r2 

when J1= 0, c2 = l/7r2 when both coefficients JI and µ are 
positive, c2 =2/7r2 when one of them is zero, and c 2 =4/7r2 

when both are zero. 
We obtain all Chebyshev coefficients with a superscript 

from Eqs. (6), (7), and (8). Then Eqs. (15) and (16) yield the 
overdetermined system (5) of linear equations 

L r;:taj,k=O, 
J~Nx 
k~Ny 

where we identify the coefficients r ;:t with 

(17) 
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v~j-l-2n { 
2µ + 1 = lk - ll 

Bi. . if nelN and -Qo] 2µ + 1=k+1 
vE{O,l, ... ,N,-1} 

2µ+1E{l, ... ,N,} 

rv.2µ+!_ 
j,k - v = Ii - t I (18) 

r-1 2µ+l=k-r-2n 
00 Vt (r )k 

...., 
+ I: TI [k2 - 4(µ+<7) 2) if v=j+t and nelN 
r=l,3,5, ... u=- r;3 ee{o,1, ... ,N.-r} 2µ+JE{l, .. .,N,-r} 

vE{O,l, ... ,N,} 

-E +fl_ if I/= J and 2µ = k 
4 vE{O,l, ... ,N,} 2µE{0,2, ... ,N,} 

Md{ 
2µ = lk - 21 

~2 
if I/= J + :.JL 

2µ = k + 2 8 vE{O,l, ... ,N,} 

2µE{0.2 .. .,Ny} 

if l v =Ii - ti 

+ ~Vi v=j+t and 2µ = k 
rv,2µ_ 

ee{o,1,. . .,N.} 
2µE{0,2 ... .,N,} 

j,k -
vE{O,l,. . .,N,} 

v = j- 2- 2n 
2µ = k 

(19) 

~(j2 - v2)j if nelN and 
vE{O,l,. . .,N,-2} 

2µE{0,2 ... .,N,} 

v=IJ-11 
r-2 2µ= k - r - 2n 00 ...., 

+ I:: &\1i(r)k TI [k2
- 4(µ+<7) 21 if v=j+ t and nelN 

r=2,4,6,... <1=- r;2 

Here, for convenience, we have defined the modified prefac
tor 

_ l ( i ) r- 1 1 v; 
Vi(r)=;j° Z P~Q~(r-1)!2' 1 ' 

where the terms V/ follow from Eq. (8). 
This scheme gives the rule about how we have to set up 

the matrix of the system of equations. We approximate the 
solution of the overdetermined system Eq. ( 17) by a standard 
least-squares algorithm [3]. To avoid calculating only the 
trivial solution, we have to add at least one further equation. 
We do this by setting the value of the solution at an arbitrary 
point in the computational domain, such as the origin to a 
nonzero value, for example unity. Thus we obtain from Eq. 

fE{O,l,. . .,N.-r} 2µE{0,2...,N,-r} 

vE{O,l, .. .,N,} 

(3), rec_alling the properties T21 + 1(0)=0 and T 21(0) 
= ( - 1 )1 , the additional equation 

'11(0,0)=l= 2:' (-l)i+ka 21 ,2k· 
J~Nx 
k$..Ny 

Since the original equations (!) and (2) are linear, we can 
arbitrarily choose the value of the Wigner function at the 
origin and the solution can be normalized after the computa
tion of the unknown coefficients. 

We note that the coefficients fj]µ+I (odd in µ) result 
from the residual R1 , whereas the coefficients fJ.·iµ (even in 
µ) originate from R2 . Thus the original two differential 
equations still occur separately in the resulting system of 
equations (17). We further note that this equation system 
contains all orders of the differential equations (1) and (2). 
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Nevertheless it consists of (Nx+ l)(N/2+ 1) unknowns; 
that is, the number of Chebyshev polynomials in our ansatz 
without odd ones in the y direction. Therefore the higher
order terms of the derivatives of Eqs. (1) and (2) do not 
contribute to the numerical cost that is determined by the 
number of unknowns. The only effect is that the matrix f 
has more nonzero entries, because there are, due to Eqs. (18) 
and (19), more cases for which a term has to be written into 
the matrix. 

Note that the stability analysis would follow the same 
path that we outlined in paper I. We would obtain more 
condition equations which have to be fulfilled to prove sta
bility with the energy method. Instead of deriving these con
ditions, we prefer to show examples in Sec. IV to accentuate 
the practical benefit of our method. 

To conclude this section, we note that solving the system 
of equations (17) by a least-squares algorithm introduces an 
additional error to our solution, since then the residuals are 
not exactly zero. This algorithm minimizes the residuals in a 
least-squares sense using the Euclidean norm. Here the 
weighted residuals are no longer exactly zero but minimized. 
In general, the norm of the residuals decreases with increas
ing N x and NY , and therefore can be used as a measure to 
check the accuracy of the approximation. 

IV. APPLICATIONS 

In this section we apply our algorithm to two potentials: a 
Morse oscillator and an asymmetric double-well potential 
that is given by a fourth order polynomial. We use these two 
potentials to investigate different aspects of our method. To 
obtain satisfactory results for the Morse potential we have to 
include higher-order terms of Eqs. (1) and (2). In order to 
obtain a reference solution, we use an analytical expression 
for the wave functions of the energy eigenstates, and numeri
cally perform the Fourier transform defining the Wigner 
function using this expression. This allows us to obtain the 
Wigner function with high accuracy. Thus we can estimate 
the errors of our method together with those errors that are 
due to the truncation of higher-order terms in Eqs. ( 1) and 
(2). For the asymmetric double-well potential no analytic 
solutions are known, and even semiclassical approximations 
fail for low excited states. Nevertheless these states are most 
interesting since they are most affected by the barrier of the 
potential. By qualitative arguments we verify that our 
method leads to a very good approximation even in cases 
where other approximations are not valid. 

A. Morse oscillator 

For the Wigner function of the Morse oscillator we 
present a sequence of examples where we increase the maxi
mum order of the derivatives included in Eqs. (I) and (2) 
while we keep the number of Chebyshev polynomials con
stant. This illustrates how many terms we need to calculate a 
satisfactory approximation for the Wigner function in this 
particular example. We present results for two different com
putational domains, since according to the stability consider
ations of paper I the appropriate choice of the domain is 
important to obtain good results. Furthermore we show for 
one specific set of parameters how the error decreases with 
increasing number Neq of Chebyshev polynomials. Note that 

in most examples we did not use more than 50 Chebyshev 
polynomials in each direction. Due to this relatively low 
number of polynomials, we obtain all numerical results with 
few computational cost (-4 min on a HP9000/K260 work
station). 

The Morse oscillator potential [ 4] is given by 

(20) 

and its energy eigenstates by 

0.2 

-0.2 

FIG. I. Exact Wigner functions of all energy eigenstates of the 
Morse oscillator potential [Eq. (20)] with l\ = 4. The figure on the 
bottom shows the ground state, above the first, second and third, 
i.e., the highest possible energy eigenstate of the Morse oscillator 
with this specific choice of the parameter l\. The potential (thin line) 
with the energy levels (dashed line) of the energy eigenstates and 
the position probability distribution (thick line) of each particular 
state are shown projected on the left-hand wall for each energy 
eigenstate. To keep the scaling consistent we compressed the po
tential by a factor of 7 and the position probability distribution by 
3.5. Below the three-dimensional representation of the Wigner 
function of each eigenstate, we show its contour lines. The thicker 
contour lines denote the zero level, the thin solid contours denote 
positive values in steps of 0.04, and the dashed contours the nega
tive values, respectively. Note that the position probability distribu
tion is obtained by integrating the Wigner function over y. 
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TABLE I. Mean absolute errors for a series of Wigner function 
approximations of the second excited energy eigenstate of the 
Morse oscillator with constant number of Chebyshev polynomials 
N eq = N, =Ny= 50 calculated on the computational domains D 1 and 
D 2 . The series index m denotes the truncation order of the Eqs. (I) 
and (2). 

Mean absolute error 
Neq=50 

m D1 D2 

2 7.4X 10- 2 8.9X 10- 2 

3 7.0X 10- 2 2.9X 10- 2 

4 2.8X 10- 2 2.7X 10- 2 

5 3.lX 10- 2 3.8X 10- 2 

6 I.OX 10- 2 8.9X 10- 3 

7 3.4X 10-3 2.9X 10-3 

8 i.7X 10-3 6.8X 10- 4 

9 l.3Xl0-3 3.9X 10- 4 

10 2.5X 10-4 l.lXl0- 4 

i/t,.,n(Q) =N(A.,n )g(A.,Q)'-n-(1/Z) 

x e-{(/..,Q)12L~z•-zn-l)(g(A.,Q)), 

with the abbreviation 

and the normalization 

_ ~(2A.-2n-l)f(n+ 1) 
N(A.,n)- " . 

yA.f(2A.-n) 

L~a) denotes a generalized Laguerre polynomial. The energy 
eigenvalues read 

TABLE II. Mean absolute errors for a series of Wigner function 
approximations of the ground state and the first excited energy 
eigenstate of the Morse oscillator with constant number of Cheby
shev polynomials N eq = N x = N, = 50 calculated on the computa
tional domains D 3 and D 4 . The series index m on the left denotes 
the truncation order of the Eqs. (I) and (2). For the ground state and 
the first excited state we chose the same computational domain D3 

to compare the errors. 

Mean absolute error 

first excited state 
Neq=50 Ground state 

m D3 D3 D4 

2 5.5X 10-3 4.5X 10- 2 4.5X 10- 2 

3 3.3X 10- 3 4.0X 10- 2 3.5X 10- 2 

4 I.OX 10-3 3.3X 10- 2 9.7X 10-3 

5 2.6X 10- 4 1.1x10- 1 2.8X 10-3 

6 l.7X 10- 4 l.4X 10- 3 9.4X 10- 4 

7 2.1x10- 5 4.9X 10-4 2.5X 10-4 

8 2.6X 10- 5 1.1x10-3 7.9X 10-5 

9 2.6X 10- 4 3.9X 10-4 2.3X 10- 5 

10 2.IX 10- 4 5.IX 10-4 5.0X 10- 6 

TABLE Ill. Mean absolute errors for the Wigner function ap
proximation of the second excited energy eigenstate of the Morse 
oscillator with constant truncation order m = I 0 for various numbers 
of Chebyshev polynomials N eq = N x =Ny . 

Mean absolute error 

Neq D1 D2 

20 2.IX 10- 2 9.4X 10- 2 

30 3.IX 10-3 I.OX 10- 2 

40 2.6X 10-4 5.6X 10- 4 

50 2.5X 10- 4 I.Ix 10-• 

with n=O,l,. . .,A.-1. In our specific case we choose the di
mensionless parameter A.= 4. This parameter designates the 
relation between the height and width of the potential, and 
therefore the number of bounded states. This potential and 
all its squared eigenfunctions are sketched on the left walls 
in Fig. 1, where we also show the corresponding exact 
Wigner function. 

We approximated the solutions for the Wigner function of 
the second excited state shown in Fig. 1 with our modified 
spectral method on the two computational domains 
D 1=[-2.0""Q""8.0]X[-2.5""P""2.5] and Dz=[-4.0 
""Q""8.0]X[-3.0""P""3.0]. In both cases we used 
N,q=N,=Ny=50. To compare the results with the exact 
Wigner function, we reproduce in Fig. 2 only the approxi
mations on the domain D 1 , and cut off the outer parts from 
the computations on the larger domain D 2 • On the top we 
show the exact solution, denoted by m = oo. Below we repro
duce a sequence of calculations on both domains in decreas
ing (from top to bottom) order m of the partial derivatives 
incorporated from Eqs. (1) and (2). We compare the results 
for the two domains D 1 on the left, and Dz on the right. In 
the case m = 10 we have taken into account all terms of the 
original system up to the tenth order. Nevertheless, on the 
left-hand side one can see some tiny errors near the bound
ary. On the right-hand side these errors are outside the region 
of interest. Because the larger errors are located in the cor
ners of the computational domain, we obtain better results 
when we calculate the solution on a larger domain and cut 
off the outer parts. For m = 8 the result on the larger domain 
is still excellent. The left-hand side also shows qualitatively 
good results. It seems to be sufficient and necessary to in
clude the eighth-order derivatives to obtain a qualitatively 
correct impression of the Wigner function. The inclusion of 
the tenth-order terms does not yield a significant improve
ment. For the two discussed regions the visible errors mainly 
correspond to numerical errors. When we truncate more 
terms of Eqs. (1) and (2), the truncation error becomes domi
nant, as we see in the next example below where m = 5. Here 
we also observe that the solution on the two domains become 
different. The calculation on the domain D 1 shows larger 
deviations from the exact Wigner function than the approxi
mation on Dz. We also observe this effect for the last two 
pictures at the bottom for m = 2, where we have truncated 
Eqs. (1) and (2) after the second order, which is the approxi-
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FIG. 2. Table of contour plots showing approximations for the Wigner function of the second excited energy eigenstate of the Morse 
oscillator shown in Fig. 1 with a constant number ofChebyshev polynomials N""=N,=Ny=50. The thicker contour lines denote the zero 
level, the thin solid contours denote positive values in steps of 0.03, and the dashed contours the negative values, respectively. We calculated 
each approximation on two domains D1 (left) and D 2 (right). On the top, the exact solution for the Wigner function (m=oo) is shown twice, 
where the left figure clarifies the scaling. Below, a sequence of calculations on both domains is shown, where from top to bottom the 
truncation order m =IO, 8, 5, and 2 of the original equations (1) and (2) is decreased. Although the computations on the right-hand side were 
carried out in the larger domain D 2 , here we show only the approximation on the smaller domain D 1 to compare the solutions. Note that the 
truncation after the second order-the approximation we used in paper I to introduce our method-is not suitable for the Morse oscillator. 
At least all terms up to the eighth order have to be included to obtain satisfactory results. 
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mation we performed in paper I. This most clearly brings out 
the fact that in this example the truncation order 2 is not 
sufficient to obtain satisfactory approximations for the 
Wigner function. On both domains the numerical solution 
clearly tends toward the exact solution with increasing order. 
We can use the qualitative difference of these results on vari
ous domains as an indicator to find the optimal order to 
truncate Eqs. (1) and (2). 

In Table I we compare the mean absolute errors1 for the 
second excited state on the two domains D 1 and D 2 • This 
table contains results from a complete sequence of calcula
tions where we increased the truncation order m of the par
tial derivatives of Eqs. ( 1) and (2). Here we can see the 
influence of the choice of the computational domain on the 
magnitude of the errors. For the computations on the larger 
domain D 2 , the errors in the subdomain D 1 are in general 
smaller by a factor of 2 than on D 1 • This is due to the fact 
that the errors of great magnitude are located near the bound
aries of the computational domain. These errors are not in
cluded in the table. From the data in Table I we also observe 
that the approximation tends toward the exact solution with 
increasing truncation order m. 

Table II contains the mean absolute errors from calcula
tions with various truncation order m for the ground state 
and the first excited state on the domains D3 
=[-J.5,,;:Q,,;:4.5]X[-2.0,,;:p,,;:2.0] and D4 =[-4.5 
,,;: Q,,;:4.5] X [ -3.0,,;: P,,;:3.0]. The comparison of the errors 
of the ground state and the first excited state on the same 
domain D3 illustrates the influence of the complexity of the 
solution on the approximation errors. The approximation to 
the smoother Wigner function of the ground state is more 
precise than that of the first excited state, which has a more 
complicated structure. The errors for the first excited state 
are smaller than for the second excited state (cf. Table I). 
Inspection of the data for the ground state reveals that the 
mean error has a minimum for truncation order m = 8, and 
increases for m > 8. This is due to the fact that the domain 
D3 is much larger than the area where the Wigner function 
has its main contribution. Therefore the errors near the 
boundary are of greater magnitude than they would be with a 
proper choice of the computational domain. Since we can 
simply cut away the boundary region, these effects are not 
serious. Note that the errors are still smaller than for the first 
excited state on D 3 . 

The last two columns of Table II contain the results for 
the first excited state. The calculations were performed on 
D3 and D 4 , but the errors were taken only on D3 . So the 
errors near the boundary of D 4 are not included in the data of 
the last column. This again illustrates that the errors of our 
spectral approximation are smaller in the core region of the 
computational domain than near the boundaries. With rather 
small computational effort we obtain a mean error of order 
10- 6 for Neq=Nx=Ny=50. 

1In order to compare our approximation to the exact solution we 
evaluate our spectral solution on an equidistant grid consisting of 
lOOX 100 points. At each grid point we calculate the absolute dif
ference between the approximate and the exact solution. The mean 
value of these differences we call mean absolute error and their 
maximum we call maximal absolute error. 

So far we can qualitatively estimate the error of neglect
ing higher-order terms in the original equations (1) and (2). 
We do not need very many terms to obtain all the essential 
information about the Wigner function. A truncation order of 
m = 8 is sufficient for excellent agreement with the exact 
solution. This leads to the conclusion that we can extract all 
relevant physical information from the low-order terms of 
Eqs. (1) and (2), at least in the case of the Morse oscillator. 

When we keep m = 10 fixed, we can analyze the conver
gence properties for increasing N eq . We illustrate this for the 
second excited state for the domains D 1 and D 2 in Table III. 
As expected, the absolute errors decrease with increasing 
N eq, the number of Chebyshev polynomials in our ansatz. 

Finally we show the solution for the third (the highest) 
excited state in the Morse potential with )\ = 4. Here the 
Wigner function spreads out over a large area of phase space, 
since the energy is close to the dissociation energy. How
ever, we obtain qualitatively excellent agreement even with 
N0q=50 as we can see in Fig. 3. 

B. Asymmetric double well 

Our second example is an asymmetric double-well poten
tial 

It is reproduced in Fig. 4 for the parameter values k0 = 0, 
k2 = 3.5, k3 = 0.25, and k4 = 0.5. We have chosen this set of 
parameters to make our data comparable with former appli
cations (Ref. [5] and references therein) where it was fre
quently used as a test problem for a numerical calculation of 
the position eigenfunctions l/JE(Q). We note that Ref. [5] 
also offers a valuable scheme to generate the energy spec
trum of an arbitrary smooth potential. 

Since we can easily apply our method to the one
dimensional time-independent Schriidinger equation 

I d 2 

- 2 d(j21/JE(Q)+ V(Q)l/JE(Q)=El/JE(Q), 

we are able to reprodace the numerical results of Ref. [5]. 
Figure 4 shows the potential with the parameter values from 
above, and the energy levels with the wave functions that we 
reconstructed with our method. Furthermore we calculated 
approximations for the Wigner function of these states with 
our method that we show in Fig. 5. Here we show the 
Wigner functions of the ground state and five excited energy 
eigenstates. Since we obtain the marginal distribution by in
tegrating the Wigner function over P, we can at least show 
the consistency of our computations with numerical calcula
tions of the eigenstates by comparing the marginal distribu
tions of the Wigner functions to the position distribution 
functions. The position probability distribution is shown to
gether with the potential and the energy level on the left 
walls in Fig. 5. 

Figure 5 illustrates that the ground state and first excited 
state are similar to the ground state of the Morse potential 
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since they are confined to the left and right wells, respec
tively. Therefore the Wigner functions of these states are 
quite similar to the Wigner function of the Morse oscillator 
ground state. This is different for the second and third ex-

E 

Q 

FIG. 4. Energy eigenfunctions (thin solid or dashed lines) of the 
double-well potential Eq. (21) (thick solid line) with their corre
sponding energy levels (dotted lines). The eigenfunctions are ob
tained by applying the modified spectral method to the Schriidinger 
equation with 200 Chebyshev polynomials in the one-dimensional 
Chebyshev series. 

FIG. 3. Exact solution qr and 
approximation qr N for the third 
(the highest) excited state in the 
Morse potential with Neq=N, 
=Ny =50. The approximation 
on the right was calculated on 
the computational domain ( -8.0 
,,,;;Q,,,;; 16.0] x [ -3.o,,,;;p,,,;; 3.0], 
but is shown here only in the 
subdomain [ -2.0,,,;; Q ,,,;; 14.0] 
x(-2.5,,,;;p,,,;;2.5]. Note that al
though the computational do
main is very large, we obtain a 
satisfactory approximation for 
the Wigner function. 

cited states, where the energy level is still below the barrier 
but the wave function is spread out over both wells. This can 
also be seen in the Wigner function especially for the third 
excited state. Above the barrier (fourth and fifth excited 
states) the wave function becomes more and more similar to 
an oscillator wave function. The Wigner function also exhib
its such a behavior. The oscillations for large values of the 
momentum variable P give a hint of the existence of an 
inflexion [ 6) of the classical trajectory which is a conse
quence of the barrier. 

In Fig. 6, for the third excited state, we directly compare 
the numerically integrated marginal distribution of our ap
proximated Wigner function with the position probability 
distribution of Fig. 4 which we also calculated numerically. 
Since we obtained the wave functions from a one
dimensional problem where the highest derivative is of order 
2 it is obvious that the latter error is much smaller than the 
error arising from applying our method to the two
dimensional fourth-order coupled differential equations and 
then integrating the approximated Wigner function numeri
cally. Nevertheless when we compare the two resulting 
curves we obtain an excellent agreement in Fig. 6. This also 
holds true for all other eigenstates. This is not a proof but a 
strong indication that our method yields an excellent ap
proximation of the Wigner function for the asymmetric 
double-well potential. This is a remarkable result since most 
former approximations of the Wigner function are semiclas
sical expressions and therefore only valid for higher excited 
states. Here we obtain very good approximations even for 
the lower excited states. 

V. CONCLUSION 

We have presented an alternative approach for the calcu
lation of the Wigner function. For that purpose we solved 
two coupled linear partial phase-space equations which de
fine the Wigner function directly. These equations are of 
infinite high order in the derivatives, and finite only for poly
nomial potentials. For the first time one ·can compute the 
Wigner function for arbitrary potentials as a solution of these 
equations. Our numerical method is a modification of the 
spectral tau method which uses Chebyshev polynomials as 
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FIG. 5. Approximations for the Wigner functions of the lowest-energy eigenstates of the double-well potential proposed by Ref. [5]. The 
two figures on the top shows the fifth and fourth excited states the middle the third and second excited states, and the bottom the first excited 
state and the ground state, respectively. The potential (thin solid line) with the energy levels (dashed line) of the energy eigenstates and the 
approximated position probability distribution (thick solid line), that is, the square of the approximated position wave function of each 
particular state (see Fig. 4), are shown projected on the left-hand wall for each energy eigenstate. To keep the scaling consistent we 
compressed the potential by a factor of 32 and the position probability distribution by 3.5. The meaning of the contour lines below the 
three-dimensional representation of the Wigner function is the same as in Fig. I. 
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11/1~ I 

-4 4 Q 

FIG. 6. Comparison of the marginal distribution of the Wigner 
function (dotted curve) of the third excited state of the double-well 
potential, obtained by numerical integration of the approximated 
Wigner function, with the probability distribution (solid curve) aris
ing from numerical integration of the time-independent Schriidinger 
equation. 

shape functions. This special choice allows us to derive and 
prove a sum factorization formula which replaces the mul
tiple sums occurring in the high-order derivatives by a 
simple product. Since furthermore the size of the system is 
independent of the order of the derivative, our method is a 
valuable tool to solve differential equations of arbitrary high 
order. In contrast to usual problems there are no boundary 
conditions available for the equations for the Wigner func
tion. Instead we have to solve two real equations simulta
neously; therefore the resulting linear system of equations is 
overdetermined. We have approximated its solution by a 
least-squares algorithm. The application of our approach to 
any similar system of partial differential equations is 
straightforward. 

Our numerical results for the Morse oscillator show that 
we have to include all the derivatives up to eighth order for 
a good approximation of the Wigner function of an energy 
eigenstate. Therefore a simple approximation by neglecting 
all terms of higher than the second order seems not to be 
reasonable. When we apply our method to the higher-order 
equations, this yields an excellent agreement with the known 
analytic solution. The mean absolute error is of order 10- 5 

for an appropriate choice of the domain and the approxima
tion order, which is altogether sufficient for the Wigner func
tion. The application of our method to an asymmetric 
double-well potential shows that it is a valuable tool to ap
proximate the Wigner function of eigenstates that have no 
analytical solution, and for which even no approximate ex
pressions are known. 
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APPENDIX A: SUM FACTORIZATION FORMULA FOR 
THE COEFFICIENTS OF THE HIGHER-ORDER 

DERIVATIVES 

In this appendix we formulate the sum factorization for
mula which we apply to the m-fold sums arising from a 
recurrence relation to arrive at expressions (6) and (7). The 
coefficients of the mth derivative of a Chebyshev series can 
be calculated from the coefficients of the original Chebyshev 
series by a recurrence relation which reads, for coefficients 
with even indices 2k, 

Ny 

a;2k=,~ 2(2t+ l)a;2~! 1 (Al) 

and for odd indices, 

Ny 

m -~2(2 )m-1 
aJ,2k+l - ~ t+2 aj,11+2· (A2) 

This recurrence relation expresses the coefficients of the 
m-times differentiated series by the coefficients of the 
(m - 1 )-times differentiated series. By induction follows that 
the coefficients of the m-times differentiated series are 
m-fold sums containing the coefficients a J,k of the original 
series. Note that in the recurrence relation the even subscript 
2k changes to odd subscripts 2t+ I, and the odd subscript 
2k+ 1, to even subscripts 2t+2, respectively. Remember 
also that due to the symmetry 

'l'(x, -y) = 'l'(x,y) (A3) 

in y following from Eqs. (1) and (2) for the Wigner function, 
the coefficients a J,Zk+ 1 in our spectral ansatz Eq. (3) vanish 
for all k=O,l,. ... 

We observe that Eq. (1) contains only odd derivatives 
with respect toy. Due to the symmetry condition (A3), '11 N 

only consists of Chebyshev polynomials of even order in y. 
We find from the recurrence relations (Al) and (A2) that odd 
derivatives of even-order Chebyshev polynomials can be 
written as the sum of Chebyshev polynomials of odd order. 
Therefore Eq. (1) yields only terms with Chebyshev polyno
mials of odd order. Similarly Eq. (2) produces only terms 
with even-order Chebyshev polynomials, because it contains 
only even derivatives with respect to y. Thus the two Eqs. 
(1) and (2) still occur separately in the final equation system 
(17) for the coefficients of '11 N . 

Making use of the symmetry condition (A3) together with 
the recurrence relations (Al) and (A2), we can explicitly 
write down the multiple sums describing the relationship be
tween the coefficients a;k of the mth derivative of the 
Chebyshev series of our ansatz and the original coefficients 
a J,k. Starting from Eq. (A2), for derivatives of odd order 
2m - l with m;, 2 we obtain 
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Ny 

_L_ 2 2m- 1(2 lzm-1 +2)(2 lzm-2+3)· ··(2 l1 +2m)a1.21
1
+2m 

t I= t2 

Ny Ny Zm 

= L ,,, L 2 2m-I IT (2t2m+1-e+2k+e)a1,21
1
+2k+2m• 

'2m-1=0 t1=t2 e=2 

545 

(A4) 

where we have written the product in a closed form and simultaneously shifted the indices of summation by k, that is, 

t v= f v - k. Therefore, the upper limit of the first sum should be Ny - k, but we can also write NY due to the condition a J,k = 0 
if k>Ny. Similarly, for derivatives of even order 2m with m;;.2, from Eqs. (Al) and (A2) we obtain 

Ny Ny 

aJ.~k= _2: ... _2:_ 2 2m(2l2m+o(2l2m-1+2J· .. (2!1+2mJa1.211+2m 
tzm=k t1=t2 

Ny Ny 2m 

= L ... L 22mIT (2t2m+1-e+2k+e)a1.21 +2H2m· 
tzm=O 11 =tz (!= 1 I 

2m-l We now can simply interchange the order of summation and 
write L 22m-2 IT (2t2m+1-e+2k+e) 

tz .. lzm-1 e=2 

m-1 

(A5) 

- (2m-2)!22m 2 IT [K~, -4(k+u)2], (A6) 
<I=-(m-2) I 

and for the 2m - 1 inner sums of the even order 2m [Eq. 
(A5)], 

Since this expression contains multiple sums it seems to be 
impracticable to apply it to an arbitrary order m. But the 
inner sums with summation indices t 2 ,t3 , ... can be factor
ized. This is shown in Appendix B. With the abbreviation 

2m-l 

L 22m-I IT (2t2m+i-e+2k+e) 
tz ... lzm e=l 

m-1 
i IT 2 2 

(2 -1}122m-I [Kmt -4(k+u)], m , <I=-(m-1) I 
(A7) 

we obtain, for the 2m - 2 inner sums of the odd order 2m - 1 
[Eq. (A4)], 

The important consequence of this sum factorization formula 
for the implementation of our algorithm is that we do not 
have to calculate multiple sums any more. Instead we only 
have to evaluate simple products. With Eq. (A6) we can now 
formulate Eq. (A4) as 

m-1 

(2m-2)! 2 2m 2 IT [K~ 1 -4(k+u)
2

]2Kmt a1 K 
er= -(m-2) l I ' mti 

m-1 
i IT 2 2 

(2m- 2 )! 2 2m-2 <r=-(m-Z) [(2K) -4(k+u) ]4Kaj,ZK• 

where we have finally shifted the summation index by K=t 1+k+m=Km1/2. Since a1,k=O for k>Ny we do not have to 

change the upper limit of the sum. Similarly with Eq. (A7), we find, for Eq. (A5), 

m-1 

(2m-l)! 22m-1 IT [K~1 -4(k+u)
2
]2Kmt a1 K 

(J'=-(m-1) I I • mt 1 

m-1 

(2 _ /) 12 2m-1 IT [(2K) 2-4(k+u)2]4Ka1,2K. 
m . <I=-(m-1) 
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With that result we are now able to treat the derivative 
am'!t/aym for arbitrary m. 

APPENDIX B: PROOF OF THE SUM 
FACTORIZATION FORMULA 
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In the same way we can calculate the derivatives of the 
potential V(x), In this appendix we prove the sum factorization formulas 

Eqs. (A6) and (A7). Once we have reorganized the formula 
in a form which is appropriate for the proof, we carry out the 
proof by mathematical induction. To accomplish this we 
need two further formulas which we prove in Appendixes C 
and D. 

1. Reorganization of the sum factorization formulas 

We conclude this appendix by mentioning that with the 
above formulas we can also factorize the coefficients V/ for 
the mth derivative of the Chebyshev series for the potential 
V(x) appear~g in Eqs. (I) and (2). We need not apply these 
results, if the derivatives dmV/dxm are explicitly given, be
cause in this case we can calculate directly the Chebyshev 
series of dmV/dxm. 

To carry out the proof of the sum factorization formulas 
Eqs. (A6) and (A7) we rewrite the factors on the right-hand 
sides as sums. Then the right-hand sides consist of a product 
of sums, whereas the left-hand sides consist of a sum of 
products. In this reorganized form we are able to prove the 
sum factorization formulas. 

To achieve this form we insert Km 11 := 2t 1+2k+2m 

into the right-hand side of Eq. (A6), and obtain 

m-1 m-1 

IT 2 2_ I IT 
(2m -2)1.22m 2 [Kmt -4(k+O") ]- (2 2 ) 12zm-2 [Kmt -2(k+IT)][Kmt +2(k+O")] 

u=-(m-2) I m- · u=-(m-2) I I 

22m-2 m-1 

IT (t1+m-1T)(t 1+2k+m+O") 
(2m-2)! u=-(m-2) 

z2m-2 m-l t1+m-u-l 

IT L (2A.+2k+20"+ I). 
(2m-2)! u=-(m-2) X=O 

The last step is valid, since we can rewrite the product 

( t 1 + m - u) ( t 1 + 2k + m + u) = ( t 1 + m - u - 1 + 1) ( t 1 + m - u - 1 + f k + :u + 1) ,,,_ _________ _, ------------ ' 
M+l M A 

which is of the form 

M M 

(M+l)(M+A)=(M+l)M+(M+l)A= L 2A+ LA. 
X=O 1.=0 

An analogous result holds for the right-hand side of Eq. (A7). Thus Eqs. (A6) and (A7) are rewritten as 

2m-l 
2

2m-2 m-1 t 1 +m-a- I 

'2 .+,:m-1 22m-2 J:t (2t2m+1-e+2k+e)= (2m-2)! u=-r;!-2) &o (2h+2k+20"+l) (Bl) 

and 

2m-l 
2

2m-l m-1 t 1+m-u-l 

'2~2m 22m-1 JI (212m+1-e+2k+e)= (2m-1J! u=l!-1) J:o (2x.+2k+20"+1), (B2) 

where now the multiple sums of a product are represented as a decomposition into a product of independent sums. 
We now have two possibilities to carry out the proof by induction. We can strictly separate the even case Eq. (Bl) and the 

odd case Eq. (B2), and prove each of these cases independently. This turns out to be very complicated. We find it easier to start 
with an even-order N = 2m - 2, and increase N by I. Then we have to insert different formulas for N and N + 1 = 2m - 1, 
namely, Eq. (Bl) for N and Eq. (B2) for N+ 1. The second step is to start with an odd N=2m- l using Eq. (B2), and 
investigate N+ 1 =2m using Eq. (Bl). 
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2. Proof of the sum factorization formulas 

In this subsection we prove the sum factorization formula by induction. As mentioned in Appendix B !, we have to make 
a distinction between even and odd integers N. We start this proof as usual, and show that the formulas hold for N= I and 2. 
The induction step has to be performed twice. First we start with an even N= 2m - 2 and deduce the formula Eq. (B2) for odd 

N + I = 2m - 1. Second, we have to start at this N = 2m - I to prove the formula Eq. (B 1) for even N + I = 2m. 
(a) First step of the induction. The starting point is a convenient formulation of Eqs. (Bl) and (B2). When N=2m-1 is 

odd, we can rewrite Eq. (B2), 

N 
2

N (N-1)/2 l1+[(N-l)/2]-cr 

12 ·~+ 1 2NJI (2tN+2-e+2k+e)= N! cr~-P:-iit2 ~o (2A.+2k+2a+I), (B3) 

whereas for even N=2m-2 we have 

(B4) 

By simple inserting we check that Eq. (B3) holds for N= I and Eq. (B4) holds for N=2. For N= I, Eq. (B3) reduces to 

t 1 1 
2

1 0 t 1+0-u 

~ 2 1IJ (2t1+2-e+2k+e)=-
1

, II ~ (2A.+2k+2a+1), 
12-0 e-1 . cr--0 1\-0 

and we immediately see that the right-hand side equals the left-hand side. For the case N= 2 we need some more transfor
mations to see the coincidence of the left- and right-hand sides of Eq. (B4). We split up the left-hand side, 

ft '2 t1 t2 t1 t2 

2: 2: 22(2t3+2H2)(2t2+2H3J=2 2: 2: (2t2+2H3)(2t3+2k+ 1i+2 2: 2: (2t2+2H3)(2t3+2k+3J, 
t2 =o 13=0 r2 =o 13 =0 12 =0 13=0 

into two sums. In the first double sum we introduce the new indices t 2 = t2 and t 3 = t3 - 1. In the second double sum we 
interchange the order of summation 

t 1 / 2 -1 11 t1 

2 2: 2: (2t2+2H3)(2t3+2H3J+2_2: _2:_ (2t2+2H3)(2t3+2k+3l 
f2=0 /3=-l t2=D t3=t2 

'1 '1 
=2 2: 2: (2t2+2k+3J(2t3+2k+3J, 

12 =O 13= -1 

which we can easily combine to one double sum. When we shift back the index t 3=t3 - I, the right-hand side of Eq. (B4) 
with N=2 results: 

22 (
1
1+

1 
)( '1 ) 2! ~o (2A+2k+l) ~o (2A.+2k+3) . 

(b) Starting from N even. We carry out the main step of the proof by induction by starting from the left-hand side of Eq. (B3) 
for N + I, which is in this case supposed to be odd: 

N+I 

2: 2N+i II (2tN+J-e+2k+el 
12 ... rN+Z e=I 

(BS) 

The validity of this equation is proven in Appendix C. Now we can insert the induction hypothesis Eq. (B4) for even N, and 
find 
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2N+I ( N/2 l1+(N/2)-CI ) ( t1+N ) 

(N+l)! ,,=-U-2)12 ~o (2A.+2k+2a+I) 'N~=o (2tN+2+2k-N+I) 

2
N+ J N/2 11 +(N/2)-CI 

=(N+l)!,,JJN/2 &:o (2A+2k+2a+l), 

that can easily be verified to be the right-hand side of Eq. (B3) formulated with N +!,which we assumed to be odd. Hence we 
have shown that if Eq. (B4) holds, then Eq. (B3) also holds. 

(c) Starting from Nodd. This case is more complicated and needs some transformations. When we start from Nodd, the 
hypothesis of the induction is Eq. (B3). The left-hand side of Eq. (B4) for N+ I, which is now even, reads 

We prove this equality in Appendix C. When we shift the index of the product e = e-2 by 2, and furthermore define 
k = k + 1, this reads 

2 ( N ) ( 11 +N ) 
(
N+l) L: 2NII (2tN+2-ij+2r+e) L:_ (2tN+2+2k-N+2) . 

tz ... tN+I e=l tN+z-0 

This formulation allows us to apply the hypothesis of the induction equation (B3), and we find 

2 2N ( (N-1)12 l1+((N-l)i2]-CI - ) ('1+((N-!)i2J+((N+!)i2] ) 

(N+ I) N! CI=-U-1)12 ~o (2A+2k+2a+ I) 'N~=o [2tN+2+2k-(N+ 1)+3] . 

We combine these factors making use of k = k + !, and with a further shift of the index Ci= a+ I we obtain 

2
N+I (N-1)12 l1+((N+l)/2]-CI-! 

2
N+I (N+l)/2 l1+((N+l)/2]-u 

-- II L (2A.+2k+2a+3)= -(N !)' _ II L (2A.+2k+2<i+ !), 
(N+ l)! CI=-(N+!)/2 l-=O + . CI=-[(N-1)12] l-=O 

which is indeed the right-hand side of Eq. (B4) for N+ 1 (even). Thus we now have shown that if Eq. (B3) holds, then Eq. 
(B4) also holds. Together with the results of the former subsection where we showed that if Eq. (B4) holds, then Eq. (B3) also 
holds, and with the special cases N = I and 2, the proof is now complete. 

APPENDIX C: PROOF OF EQS. (BS) AND (B6) 

In this appendix we prove formulas (B5) and (B6). These are two different formulations but essentially identical. In 
Appendix B 2 c we used the formulation 

N+2 ( N+2 ) ( 11 +N ) 
(N+l)'2-~+2 Jlz (2tN+4-e+2k+e)= lz~+l JJJ (2tN+4-e+2k+e) 'N~=O (2tN+2+2k-N+2) (Cl) 

for N odd. When we shift the index e = e - 1 and define k = k + ! , we obtain 

N+I zN+I ( N+I ) ( t1+N ) 
2N+l L: II (21N+1-e-+2r+el=(N+ll 2: II (2tN+1-e-+2r+ei L:_ (2tN+2+2k-N+1). 

tz ... tN+2 f2=l tz ... tN+I e=2 tN+z-0 

(C2) 

which is the formula we used in Appendix B 2 b for N even. 
To prove this relationship, we concentrate on Eq. (Cl). We use a further formula that we finally prove in Appendix D, 

which reads 

N+2 

(N+ 1) II (2tN+4-e+2k+e) 
e=2 

N+2 (CI- I ) ( N+2 ) 
= *

2 
JJ

2 
[2tN+ 4-e+2k+(e+l)J (2tN+ 4_,,+2k-N-2+2a) ell+i (2tN+ 4-e+2k+e) , (C3) 
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and shows how the multiplication of N + 1 with a product can be written as a discrete sum of N diverse products. Note that 
Il~~a· = 1 for a>f3. With Eq. (C3), we can rewrite the left-hand side ofEq. (Cl), 

N+2 

(N+ 1) L II (2tN+4-e+2k+e) 
t2 ···'N+2 e=2 

!N+4-(cr+1) 'N+4-rr ( <T-1 ) 

+ ~3 1, ··'N~-(u+ 1J 'N+~u~o 'N+4-~-IJ~o 'N+4-(u~) ·· 'N+> }I [2
tN+

4
-e+

2
k+ (e + 

1 
)] 

N+2 

X(2tN+4-<T+2k-N-2+2CT)( Il2 

(2tN+4-e+2k+e)), 
e=a+l 

(C4) 

where we have written the term CT=2 separately. We now rename the variables in each summand in such a way that the 
separately written factor tN+ 4 -u is labeled with the same index tN+ 2 in each summand. To accomplish this we shift, all indices 
t v with ,,;;:. N + 4- CT by 1, that is, tN+•-e is renamed by tN+•-<e+ lJ if e.;; CT, which is the case in the first product. Hence Eq. 
(C4) now reads 

N+2 lN+4-(a+I) 

+L L L 
u=3 t2 .. tN+ 4 -(u+l) lN+2=D 

'~'- L ('iJ:1 [21N+•-ie+1)+2k+(e+1)]) 
1N+4-u-0 tN+4-(u-l)···tN+i e-2 

( 

N+2 ) 
X(2tN+ 2+2k-N-2+2CT) ell+, (2tN+ 4 -e+2k+e) . 

Now we interchange the order of summation of the double sum 

and shift the index e = e +I of the first product. Thus Eq. (CS) reads 

( 

N+2 ) 
X(2tN+ 2+2k-N-2+2CT) II (2tN+•-e+2k+e) 

e~u+l 

N+2 IN+4-(u+ I) ( N+2 ) 
+ ~ L ~ IJ (2tN+•-e+2k+e) (2tN+ 2+2k-N-2+2CT), 

u-3 t2 ... lN+l 1N+2-lN+4-rr e-3 

(CS) 

where we now are able to combine the first and second products. The factors containing the indices t,. ... ,tN+ 1 are common 
to all summands e = 2, ... ,N + 2. We therefore can factor them out. Hence the right-hand side of the last equation reads 

(

N+2 )[ 'N+I N+2 1N+4-(u+I) l 
1, ~+I ]J3 (2tN+4-e+2k+e) 'N~~o (2tN+2+2k-N+2)+ ~3 'N+2~+4-u (2tN+2+2k-N-2+2CT) . 
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When we shift tN+ 2=tN+ 2+(u-2) by u-2, this reads 

+ L L (2 tN+2+2k-N+2) . 
N+2 'N+4-(u+ l)+(u-2) l 
a=3 lN+2=tN+4-u+(u-2) 

We can finally combine the sums 

and end up with 

(

N+2 ) t 1+N 

,,.~+' JJ
1 

(2tN+4-e+2k+e) _
1 

L_
0 

(2tN+ 2+2k-N+2), 
N+2-

which is indeed the right-hand side of Eq. (CI). 

APPENDIX D: PROOF OF EQ. (C3) 

In this appendix we finally show the formula Eq. (C3) which we used in Appendix C. We carry out our proof by 
mathematical induction. Equation (C3) formulated for any integer N reads 

N+2 

(N+ I) IT (2tN+4-e+2k+e) 
e=2 

N+2 (u-1 ) ( N+2 ) 
= ~2 JJ

2 
[2tN+4-e+2k+(e+I)] (2tN+ 4-u+2k-N-2+2u) ell+i (2tN+ 4-e+2k+e) , (DI) 

where we recall that IT~=a< =I for a> {3. The starting point of the induction is to verify Eq. (DI) for N=O, that is, 

2 

(O+ I)(2t 2 +2k+2)= L (2t 2 +2k-0-2+2u). 
u=2 

After this trivial step we start for the further proof from Eq. (DI), which is our induction hypothesis. We substitute N+ I for 
N in Eq. (DI) and obtain 

N+J 

(N+2) IT (2tN+s-e+2k+e) 
e=2 

N + J ( u- 1 ) ( N + J ) 

= ~2 JJ
2 

[2tN+s-e+2k+(e+I)] (2tN+s-u+2k-N-3+2u) ell+i (2tN+s-e+2k+e) . (D2) 

We now have to reduce the left-hand side of Eq. (D2) to the left-hand side of Eq. (DI). We do this by rewriting the product 

(N +2)(2tN+3 + 2k+2) = (N +I )(2tN+3 +2k+ 3) + (2tN+3 +2k-N+ I). 

When we use this relation and shift the index of the product e = e- I by I, Eq. (D2) changes to 

N+3 (N+3 ) 
(N+2) JJ

2 
(2tN+s-e+2k+e)= JI (2tN+s-e+2k+e) (N+2)(2tN+ 3 +2k+2) 

N+2 

=IT (2tN+4-e+2k+ e+ I )[(N +I )(2tN+J +2k+ 3 )+ (2tN+3+2k-N+ I)]. 
e=2 

When we define k = k + t we now can replace the left-hand side of the hypothesis Eq. (DI) by the right-hand side, and obtain 
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(
N+2 ) (N+2 ) 

(N+1) JI
2 

(2rN+4-e+zr+el (2rN+3+2f+2)+ }]
2 

(ztN+4-e+zf+iZ) (zrN+3+zf-N) 

N+2 (u-1 ) ( N+2 ) 
= ~ II [zrN+4-e+zf+(e+I)J (ZrN+4-u+zf-N-z+za) _IT (ZrN+4-e+zf+e) (ZtN+3+2f+2) 

u-2 e=2 e=u+ I 

( 

N+2 ) 
+ II (ZtN+4-e+zf+Q) czrN+i+zf-N). 

e=2 

Since we can include the term (2tN+J + 2 k +2) into the first product, and since the last summand is the term a= I, we can 
combine this to 

N+2 (cr-1 ) ( N+2 ) 
~ II [2tN+4-e+zf+(e+I)J (2tN+ 4-"+zf-N-2+Za) _IT (ZtN+4-e+2f+iZ) . 
er-I e=l e=cr+l 

With iT=a+I, we arrive at 

N+J ( u-2 ) (N+2 ) 'l:z JI
1 

[2rN+4-e+2f+(e+1)J (2rN+s-;;+2f-N-4+2U:) JI/zrN+ 4-e+zf+e) 

N+J ( u-1 ) ( N+J ) =.? IJ [ZtN+s-e+Zk+(e+I)] (ZtN+s-ii+Zk-N-3+20:) I1 (ZtN+s-e+Zk+e) ' 
cr=2 e-2 e=cr+l 

which is the right-hand side of our formula Eq. (DZ) for N+ I after resubstitution of e and kby e and k, respectively. 
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